
 
รายงานวจิัยฉบับสมบูรณ ์ 

สารสนเทศเชงิประยุกต์เพื่อนวัตกรรมสารสนเทศทางการแพทย์  

Applied Informatics for Innovation of Medical Informatics 

 

 

 

 

 

ปรัชญา  นวนแก้ว และ คณะ  

 

 

 

 

ได้รับทุนอุดหนนุการวิจัย ประจำป ีพ.ศ. 2568  

มหาวิทยาลัยพะเยา  



 
รายงานวจิัยฉบับสมบูรณ ์ 

สารสนเทศเชงิประยุกต์เพื่อนวัตกรรมสารสนเทศทางการแพทย์  

Applied Informatics for Innovation of Medical Informatics  

 

 

 

คณะผู้วจิัย  

หัวหน้าโครงการ 

ปรัชญา  นวนแก้ว  

คณะเทคโนโลยสีารสนเทศและการสื่อสาร  

 

 

 

ได้รับทุนอุดหนนุการวิจัย ประจำป ีพ.ศ. 2568  

มหาวิทยาลัยพะเยา  



1 

 

1. บทสรุปผูบรหิาร (Executive Summary) 
 
1.1 หลักการและเหตุผล 

ระบบบริการสาธารณสุขไทยในปจจุบันไดขยายความครอบคลุมสถานบริการสาธารณสุขในทุก
จังหวัดและมีหลกัประกันสุขภาพถวนหนาแกประชาชนไทย เพ่ือใหเกิดความเปนธรรมในการเขาถึงบริการ
สาธารณสุขที่จำเปน ทวายังพบความไมเปนธรรมในการเขาถึงบริการสาธารณสุข เนื่องจากการขาดการ
กระจายเทคโนโลยีสารสนเทศพื้นฐาน การกระจายบุคลากรสาธารณสุขที่มีความรูความเขาใจเทคโนโลยี 
และสงเสรมิเทคโนโลยีทางการแพทยที่เหมาะสม  

เทคโนโลยีสารสนเทศเชิงประยุกตและนวัตกรรมปญญาประดิษฐ รวมถึงเทคโนโลยทีางการแพทย
ที่มีความกาวหนาอยางรวดเร็วทำใหการดูแลรักษาผูปวยมีประสิทธิภาพและสัมฤทธิ์ผลมากขึ้น ทวาใน
ขณะเดียวกันองคกรและประชาชนตางมีภาระคาใชจายที่เพิ่มมากขึ้น ประกอบกับความเหลื่อม ล้ำทาง
รายไดและโอกาสของประชาชนในทองถิ่นชนบท จึงเปนความทาทายในการเพิ่มขีดความสามารถในการ
แขงขันและพัฒนาเทคโนโลยีเพ่ือสนับสนนุและใหบริการดานสาธารณสุขแตประชาชนในพื้นที่ชนบท  

การขับเคลื่อนดำเนินงานในระบบบริการสุขภาพตอประชาชนใหมีประสิทธิภาพจำเปนตองใช
เทคโนโลยีสารสนเทศและการสื่อสาร ในการบริหารจัดการและสนับสนุนการดำเนินงาน องคกรสำคัญ
ตางๆ ของประเทศตางใหความสำคัญตอการพัฒนาเทคโนโลยีสารสนเทศ ไดแก กระทรวงสาธารณสุขได
กำหนดแผนแมบทเทคโนโลยีสารสนเทศของประเทศไทยเพื่อพัฒนาระบบเทคโนโลยีสารนเทศและการ
สื่อสาร ไดกำหนดรางยุทธศาสตรเทคโนโลยีสารสนเทศสุขภาพ กระทรวงสาธารณสุข (255 -2563) เพื่อ
กำหนดแนวปฏิบัติที ่ดีและมุงประเด็นไปที่การพัฒนาระบบเทคโนโลยีสารสนเทศและการสื่อสารเพ่ือ
สุขภาพประชาชน ตามแนวทาง eHealth ขององคการอนามัยโลก (World Health Organization: 

WHO) และสหภาพโทรคมนาคมนานาชาติ (International Telecommunication Union: ITU) ที่
หลากหลายประเทศไดนำมาเปนกรอบแนวทางในการดำเนินงาน ซึ่งชวยตอบโจทยการทำงานที่ตรองตอ
ภาระงานดานสุขภาพของประชากรโลกไดมากมาย โดยนัยสำคัญของการดำเนินงานตามเปาหมายสำคัญ
ของ WHO และ ITU คือมุงเปาไปที่การสงเสริมและดูแลสุขภาพของประชาชนเปนหลกั โดยการนำระบบ
เทคโนโลยีสารสนเทศและการสื่อสาร (Information and Communication Technology: ICT) เพ่ือ
แกปญหาและสนับสนุนใหประชาชนไดรับบริการดานสุขภาพอยางมีประสิทธิภาพ ทั่วถงึ เปนธรรมและ
ปลอดภัย  
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รางยุทธศาสตรเทคโนโลยีสารสนเทศสุขภาพ กระทรวงสาธารณสุข (2559-2563) ของประเทศ
ไทยไดจัดทำการวิเคราะหกรอบนโยบาย ยุทธศาสตร แผนงานดานเทคโนโลยีสารสนเทศและการสื่อสาร 
ไดอยางละเอียดโดยมีกรอบเปาหมายการดำเนินงานไดแก การกำหนดกรอบนโยบายเทคโนโลยี
สารสนเทศและการสื ่อสารของประเทญไทย พ.ศ. 2554-2563 (National ICT Policy Framework 

2011-2020: ICT 2020) การกำหนดแผนแมบทดานเทคโนโลยีสารสนเทศและการสื่อสารของประชาคม
อาเซียน (ASEAN ICT Master Plan) ยุทธศาสตรการบูรณาการรัฐบาลอิเล็กทรอนิกส (eGovernment) 

การขับเคล่ือนเศรษฐกิจและสังคมดิจิทลั ระยะเรงดวนป 2558 และแนวคิด Digital Health จากประเทศ
ตางๆ ประกอบกับแผนและสภาพแวดลอมของ eHealth ในประเทศไทยตามองคประกอบของ eHealth 

(Regional Strategy for Strengthening eHealth in South East Asia Region 2558-2564)  

นอกจากนี้ เมื่อพิจารณาจากสถานการณปญหาสถานะสุขภาพของประชาชน ยุทธศาสตรและ
เปาหมายในแผนพัฒนาสุขภาพแหงชาติ ฉบับที่ 12 (พ.ศ. 2560-2564) โดยไดกำหนดยุทธศาสตรการ
พัฒนาสุขภาพ กำหนดไว 4 ยุทธศาสตร แตละยุทธศาสตรไดกำหนดวัตถุประสงค ตัวชี้วัด มาตรการและ
แนวทางการพฒันาไวอยางละเอียด  

โดยยุทธศาสตรที่ 1 คือการเรงการเสริมสรางสขุภาพคนไทยเชิงรุก ประกอบดวยวัตถุประสงค
สำคัญ 3 ประการ ไดแก 1) เพื่อสรางความเขมแข็งของบุคคล ชุมชน ประชาชน องคกรปกครองสวน
ทองถิ่น ภาคีเครือขายภาคประชาชนและภาคประชาสังคมดานสุขภาพ ใหมีศักยภาพ มีความรูและ
ทัศนคติที ่ถูกตองดานพฤติกรรมสุขภาพ มีการเรียนรู  มีพฤติกรรมเสี ่ยงทางสุขภาพลดลง สามารถ
ชวยเหลือ ดูแลตนเองและชุมชน ตลอดจนมีสวนรวมในการสรางและจัดการระบบสุขภาพ 2) เพื่อสราง
ระบบสุขภาพเชิงรุก ที่มุงสรางเสริมใหคนไทยทุกชวงวัยมีสุขภาพดี มีระบบการปองกันควบคุม โรคและ
ปจจยัเสี่ยงดานสุขภาพ มีการคุมครองผูบริโภคดานสุขภาพที่ดี มีสภาพแวดลอมท่ีเอื้อตอการมีสุขภาพดี 3) 
เพื ่อพัฒนาระบบการดูแลผู ส ูงอายุระยะยาวที ่ เก ิดจากความรวมมือของครอบครัว ช ุมชน และ
สถานพยาบาล ใหมีความพอเพียงและเหมาะสมตอการเขาถึงบริการของผูส ูงอายุ  สงผลใหผูสูงอายุมี
คุณภาพชีวิตที่ดี เขาสูสังคมสูงวัยไดอยางมีความสุข  

ยุทธศาสตรที่ 2: สรางความเปนธรรม ลดความเหลือ่มล้ำในระบบบริการสุขภาพ ประกอบดวย
วัตถุประสงค 4 ขอ ดังนี้ 1) เพื่อสรางและพัฒนาระบบบริการปฐมภูมิที ่มีแพทยเวชศาสตรครอบครัว
ประจำใหครบทุกแหงเพื่อเพิ่มความเปนธรรมในการเขาถึงบริการและคุณภาพในการดูแลประชาชน 2) 
เพื่อยกระดับขีดความสามารถของหนวยบริการทุกระดับใหมีคุณภาพ ตามมาตรฐาน มีความเปนธรรม 
ตอบสนองตอความตองการของประชาชนและสามารถเขาถึงบริการไดอยางทั่วถึง ทัดเทียมกัน 3) เพ่ือ
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สรางความเขมแข็งและสามารถในการแขงขันใหกับระบบสุขภาพของประเทศ 4) เพื่อลดความเหลื่อมล้ำ
ในการไดรับบริการดานการแพทยและสาธารณสุข 

ยุทธศาสตรที่ 3: พัฒนาและสรางกลไกเพื่อเพิ่มประสิทธิภาพการบริหารจัดการกำลังคนดาน
สุขภาพ โดยมีวัตถุประสงค 4 ขอ ไดแก 1) เพื่อวางแผนกำลังคนดานสุขภาพที่สอดรับกับการออกแบบ
ระบบสุขภาพและความจำเปนดานสุขภาพของประชาชนแตละพื้นที่และทิศทางระบบสุขภาพของประเทศ 
2) เพื่อบูรณาการระบบการผลิตกำลังคนดานสุขภาพของประเทศใหตั้งอยูบนฐานของความรวมมือ
ระหวางผูผลิต และผูใชกำลังคนดานสุขภาพทั้งภาครัฐและเอกชน 3) เพ่ือสรางกลไกและระบบการบริหาร
จัดการก าลังคนดานสุขภาพ รวมทั้งระบบการติดตามและประเมินผลการบริหารจัดการกำลังคนด าน
สุขภาพในทุกระดับ 4) เพื่อสรางเครือขายกำลังคนดานสุขภาพ ที่ประกอบดวยภาครัฐ เอกชน องคกร
ปกครองสวนทองถิ่น และภาคประชาชน  

ยุทธศาสตรที่ 4: พัฒนาและสรางความเขมแข็งในการอภิบาลระบบสุขภาพ ประกอบดวย 2 
วัตถุประสงค ไดแก 1) เพื่ออภิบาลระบบสุขภาพอยางมีธรรมาภิบาล เปนเอกภาพ อันจะสงผลใหมีความ
มั่นคง ยั่งยืนของระบบสุขภาพ 2) เพื่อพัฒนาระบบสนับสนุนการบริการสขุภาพ ระบบขอมูลขาวสารดาน
สุขภาพ การเงินการคลังดานสุขภาพ รวมถึงยาและเทคโนโลยีดานสขุภาพ  

ดวยความสำคัญ ที่มาของปญหา และเหตุผลตาง ๆ เหลานี้ ทำใหนักวิจัยเชื่อวา โครงการวิจัย 
เรื ่อง สารสนเทศเชิงประยุกตเพื ่อนวัตกรรมสารสนเทศทางการแพทย (Applied Informatics for 

Innovation of Medical Informatics) จะสามารถตอบโจทยปญหาและตอบสนองตอยุทธศาสตร
เทคโนโลยีสารสนเทศสุขภาพ กระทรวงสาธารณสุข ตอบโจทยแนวปฏิบัติที่ดีและมุงประเด็นไปที ่การ
พัฒนาระบบเทคโนโลยีสารสนเทศและการสื่อสารเพื่อสุขภาพประชาชน ตามแนวทาง eHealth ของ
องคการอนามัยโลก (World Health Organization: WHO) และตอบโจทยยุทธศาสตรและเปาหมายตาม
แผนพัฒนาสุขภาพแหงชาติ ฉบับที่ 12 (พ.ศ. 2560-2564) ทั้ง 4 ยุทธศาสตร โดยทีมนักวิจัยมีกรอบการ
ดำเนินงานในการนำเทคโนโลยีสารสนเทศเชิงประยุกตมาปรับใชตอการพัฒนานวัตกรรมสารสนเทศทาง
การแพทย โดยการทำเทคโนโลยีปญญาประดิษฐ เทคโนโลยีสารสนเทศและการสื่อสาร เทคโนโลยีและ
นวัตกรรมอื่นๆ ที่เกี่ยวของมาสงเสริมและพัฒนาตามที่ไดกำหนดแนวทางไว และจากการสืบคนเบื้องตน 
ยังไมพบวามีงานวิจัยใดที่ทำการวิจัยเรื่องนี ้ ผู วิจัยจึงมีความสนใจที่จะศึกษาวิจัย อันจะสงผลใหเกิด
ประโยชนและพฒันาผูเรียนอยางมีประสิทธิภาพ ตอไป 

 

 



4 

 

1.2 ปญหา โจทยการวิจัย และโจทยการพัฒนานวัตกรรม  

ในยุคท่ีเทคโนโลยีมีอิทธิพลตอการดำรงชีวิตมนุษย ความกาวหนาของเทคโนโลยีสงผลใหเกิดการ
เปล่ียนแปลงอยางตอเนื่องและรุนแรง ความพรอมเพื่อที่จะสรางโอกาสบนเสนทางสายตางๆ ไมวาจะเปน
การใชชีวิตประจำวัน การประกอบอาชีพ การศึกษารูปแบบใหม ธุรกิจสมยัใหม เกษตรอัจฉริยะ วิศวกรรม
คอมพิวเตอร ปญญาประดิษฐ ไปจนถึงเศรษฐกิจและนโยบายระดับชาติ ตางมีความสัมพันธและไดรับ
ผลกระทบจากการเปล่ียนแปลงและเทคโนโลยีทั้งส้ิน เหลานี้ทำใหผูคนหันมาเปล่ียนแปลงและปรับเปล่ียน
เพื่อที่จะไดสามารถปรับตัวใหอยูรอดในยุคที่ Disruptive Technology หรือ หนึ่งในการเปลี่ยนแปลงจน
ทำใหเกิดผลกระทบอยางรอบดาน Disruptive Technology คือ เทคโนโลยี หรือนวัตกรรมที่เขามาสราง
องคความรู ความรูใหม วิถีใหม สรางตลาดและมูลคาใหกับผลิตภัณฑที่ใชเทคโนโลยี จนทำใหเกิดผล
กระทบอยางรุนแรงและทำใหผลิตภัณฑเดิม หรือองคความรูเดิมถูก Disrupt ไป โดยที่มีการเปลี่ยนแปลง
ทั้งดานกระบวนการ ดานคุณภาพ ดานประสิทธิภาพ ดานการผลิตและการขาย หรือแมกระทั่งการ
ปรับเปล่ียนกระบวนการสรางองคความรู สรางผลิตภัณฑใหมที่แตกตางจากการผลิตรูปแบบเดิม สงผลให
ม ีการเปลี ่ยนแปลงอยางร ุนแรงและมากยิ ่งข ึ ้น ไดแก การนำระบบปญญาประดิษฐ ( Artificial 

Intelligence: AI) มาประยุกตใชเพื่อการพยากรณ การคาดการณ และการตั้งสมมุติฐาน  หรือการนำ
ระบบอัตโนมัติเขามาใชในกระบวนการผลิตสินคา ตรวจนับสินคา การเก็บขอมูลเอาไวในระบบคลาวด  
(Cloud Storage) แทนการเกบ็เปนเอกสาร เปนตน 

เมื ่อกลาวถึงเทคโนโลยีที ่จะเขามามีอ ิทธิพลในปจจุบันและอนาคตนั ้น หนีไมพนกับการ
เปล่ียนแปลงดานเทคโนโลยีอินเทอรเน็ตไรสายและอินเทอรเน็ตความเรว็สูง (Wireless Broadband and 

High Speed Technologies) เทคโนโลย ีการว ิ เ คราะห  ข  อม ูลขนาดใหญ   ( Big Data Analytics 

Technologies) เทคโนโลยีหุ นยนต (Robotics Technology) เทคโนโลยีชีวภาพ (Biotechnology) 

เทคโนโลยีการพิมพภาพสามมิติ (3D Printing Technology) เทคโนโลยีการเก็บกักพลังงานและพลังงาน
ทดแทน (Energy Storage Technology and Renewable Energy) และอื ่น ๆ มากมาย เห็นไดวา 
Disruptive Technology คือ กระบวนการที่ทำใหเกิดการสรางอาชีพใหม (New Areas) สรางองคความรู
ใหม และสรางวิถีใหม (New Normal) ดังนั้น องคกรตางๆ จะเอาตัวรอดจาก Disruptive Technology 

ได องคกรจำเปนตองมีการศึกษาและสังเกต การเปลี ่ยนแปลงอยางตอเนื่อง เพื่อปรับตัวใหเขากับ
เทคโนโลยีที่เกี่ยวของ และตอบสนองตอการเปลี่ยนแปลงของเทคโนโลยีอยางเหมาะสม สิ่งสำคัญสำหรับ
องคกร คือ การเตรียมตัวและปรับตัวใหดียิ่งข้ึน  
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โดยโครงการวิจัยนี ้ ไดเสนอกรอบเทคโนโลยีการศึกษาใหม ดังแสดงกรอบความเชื่อมโยง 
ความสัมพันธ และความเกี่ยวของเทคโนโลยีและศาสตรตาง ๆ ในการเขาสูยุค  Disruptive Technology 

ดังแสดงในภาพ 

 

จากกรอบเทคโนโลยกีารศึกษาใหม (New Educational Technology Domains Era) แสดงให
เห็นองคประกอบ 5 ศาสตรสำคัญ (Domains) และ 5 ศาสตรยอย (Sub-Domains) ประกอบดวย ศาสตร
ดานการศึกษา (Education Domain) ศาสตรดานวิศวกรรมคอมพิวเตอร (Computer Engineering 

Domain) ศาสตร ด านว ิทยาการคอมพิวเตอร   (Computer Science Domain) ศาสตร ด านสถิ ติ 
(Statistical Domain) ศาสตรดานธุรกิจ (Business Domain) ศาสตรดานการประยุกตคอมพิวเตอรเพ่ือ
การศึกษา (Computer Based Education Domain) ศาสตรดานเหมืองขอมูลและการเรียนรูดวยเคร่ือง 
(Data Mining and Machine Learning Domain) ศาสตร ด  านว ิศวกรรมการศ ึกษา (Engineering 

Education) ศาสตรดานคอมพิวเตอรธุรกิจ (Business Computer Domain) และศาสตรดานสถิติการ
ประย ุกตเพื ่อการศึกษา (Leaning Analytics and Educational Statistics Domain) ทั ้งหมด คือ 
องคประกอบและสวนสำคัญ เพื่อการมุ งสู เปาหมายของโครงการวิจัยสารสนเทศเชิงประยุกตเพ่ือ
นวัตกรรมสารสนเทศทางการแพทย คณะเทคโนโลยีสารสนเทศและการส่ือสาร มหาวิทยาลัยพะเยา  
เปาหมาย :  

เปาหมายสำคญัของโครงการวิจัยสารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย 
ของคณะเทคโนโลยีสารสนเทศและการส่ือสาร มหาวิทยาลัยพะเยา ประกอบดวย 2 เปาหมายหลัก ไดแก 
เปาหมายที่ 1 การสรางความเปนเลิศดานวิชาการ ดานการวิจัย ตามยุทธศาสตรการพัฒนา มหาวิทยาลัย
พะเยา (2562-2565) เปาหมายที่ 2 การบรรลุเปาหมายของโครงการวิจัยสารสนเทศเชิงประยุกตเพ่ือ
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นวัตกรรมสารสนเทศทางการแพทย คณะเทคโนโลยีสารสนเทศและการส่ือสาร มหาวิทยาลัยพะเยา โดยมี
รายละเอียด ดังนี้ 

เปาหมายที่ 1  การสรางความเปนเลิศดานวิชาการ ดานการวิจัย ตามยุทธศาสตรการพัฒนา 
มหาวิทยาลยัพะเยา (2562-2565) ประกอบดวย 6 ยุทธศาสตร ดังน้ี  

ยุทธศาสตรท่ี 1 การเตรียมคนและเสริมสรางศักยภาพคน  
ยุทธศาสตรท่ี 2 การสรางงานวิจัยและนวัตกรรมและการเปนผูนําทางดานวิชาการ  
ยุทธศาสตรท่ี 3 การบริการวิชาการเพ่ือพัฒนาชุมชน สังคม และประเทศ  
ยุทธศาสตรท่ี 4 การเสริมสรางและสงเสริมการทาํนบุํารุงศิลปะและวัฒนธรรมใหยั่งยืน  
ยุทธศาสตรท่ี 5 การเสริมสรางและพฒันาความเปนสากลหรือนานาชาติ  
ยุทธศาสตรท่ี 6 การบริหารที่มปีระสิทธิภาพและโปรงใส 

เปาหมายที่ 2  การบรรลุเปาหมายของโครงการวิจัยสารสนเทศเชิงประยุกตเพ่ือนวัตกรรม
สารสนเทศทางการแพทย คณะเทคโนโลยีสารสนเทศและการสื่อสาร มหาวิทยาลัยพะเยา 
ประกอบดวย 5 องคประกอบ ดังนี้ 
องคประกอบที่ 1 การนำเสนอผลงานตีพิมพและเผยแพรผลงานวิจัยในระดับนานาชาติ  
องคประกอบที่ 2 การใชประโยชนผลงานวิจัย 

องคประกอบที่ 3 การแสวงหาแหลงทุนวิจัยภายนอก 

องคประกอบที่ 4 การสรางนักวิจัยรุนใหม  
องคประกอบที่ 5 การสนับสนุนการผลิตบณัฑิต หรือการบูรณาการกับการเรียนการสอน 

 

1.3 วัตถุประสงค 
1.3.1 เพื่อสงเสริมและสรางเครือขายนักวิจัยด านสารสนเทศเชิงประยุกตเพื ่อนวัตกรรม

สารสนเทศทางการแพทย  
1.3.2 เพื่อสรางแหลงการเรียนรูและสนับสนุนนักวิจัย นักวิชาการ ดานสารสนเทศเชิงประยุกต

เพ่ือนวัตกรรมสารสนเทศทางการแพทย  
1.3.3 เพื ่อเผยแพรนวัตกรรม เทคโนโลยี องคความรู  และผลงานวิจัยในระดับชาติ ระดับ

นานาชาติดานสารสนเทศเชิงประยุกตเพ่ือนวัตกรรมสารสนเทศทางการแพทย  
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1.4 กรอบการวิจัย และพัฒนา  

กรอบการวิจัยแสดงเปาหมายและตัวชี้วัดโครงการวิจัย ซึ่งมีการแสดงความเชื่อมโยงโครงการยอย
เพ่ือตอบเปาหมายและวัตถุประสงคโครงการ ดังแสดงในภาพ  

 

กรอบการวิจัย โครงการวิจัยสารสนเทศเชิงประยุกตเพ่ือนวัตกรรมสารสนเทศทางการแพทย ของ
คณะเทคโนโลยีสารสนเทศและการสื ่อสาร มหาวิทยาลัยพะเยา มีกรอบการดำเนินงานสำคัญ สำหรับ
ปงบประมาณ 2568 โดยกรอบเปาหมายการวิจัยที ่ 1 เพื ่อมุ งเปาตามวัตถุประสงคของโครงการ ซึ่ง
ประกอบดวย 3 ขอสำคัญ ไดแก 1) เพื่อสงเสริมและสรางเครือขายนักวิจัยดานสารสนเทศเชิงประยุกตเพื่อ
นวัตกรรมสารสนเทศทางการแพทย 2) เพื่อสรางแหลงการเรียนรูและสนับสนุนนักวิจัย นักวิชาการ ดาน
สารสนเทศเชิงประยุกตเพ่ือนวตักรรมสารสนเทศทางการแพทย 3) เพื่อเผยแพรนวัตกรรม เทคโนโลยี องค
ความรู  และผลงานวิจ ัยในระดับชาติ ระดับนานาชาติดานสารสนเทศเชิงประยุกตเพื ่อนวัตกรรม
สารสนเทศทางการแพทย โดยกรอบเปาหมายการวิจัยที่ 1 นี้ มคีวามสำคัญตอการขยายผลการดำเนินงาน
ของกรอบการวิจัยที่ 2 โดยกรอบการวิจัยที่ 2 มุงเปาเพื่อการพัฒนากิจกรรมยอย ซึ่งประกอบดวย 2 
กิจกรรมยอย ไดแก กิจกรรมยอยที่ 1 ระบบสารสนเทศเพื่อการบริหารการจัดการการดูแลสุขภาวะใน
ชุมชนพื้นที่หางไกล ดวยสารสนเทศเชิงประยุกตและเทคโนโลยีปญญาประดิษฐ กิจกรรมยอยที่ 2 การ
พัฒนานักพัฒนานวัตกรรมสารสนเทศทางการแพทย ผลลัพธที่ไดจากกรอบการวิจัยที่ 2 คือ การสราง
เครือขายความรวมมือ นักวิจัย และสถาบันการศึกษาตางๆ และกรอบเปาหมายการวิจัยที่ 3 คือ การ
เผยแพรผลงานการวิจัยที่ไดคนพบ โดยการนำเสนอในวารสารที่ไดรับการยอมรับ ระดับชาติ หรือ ระดับ
นานาชาติตอไป 
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1.5 เปาหมายผลงานท่ีวางไว (Committed Targets/Outputs)  
ตารางท่ี 1 เปาหมายผลงานที่วางไว (Committed Targets/Outputs) 

ประเภทของคาเปาหมาย 
เปาหมายท่ีโครงการกำหนด  

(Premier League) 
1. ผลงานตีพิมพ/เผยแพร  1.1 ผลงานตีพิมพระดับ

นานาชาติ (ISI/Scopus: 

Impact factor /Quartile)  

- มีผลงานตีพิมพระดับนานาชาติ 5 ผลงาน 

 1.2 ผลงานตีพิมพระดับ
นานาชาติ ที่ไมมีคา Impact 

factor หรือไมอยูในฐานขอมูล 
ISI/Scopus /Quartile 

-  

 1.3 ผลงานตีพิมพระดับชาติ  
(TCI กลุม 1 และ 2) 

-  

 1.4 ผลงานตีพิมพ/เผยแพรใน
รูปแบบ Proceedings 

- 

2. การใชประโยชน
ผลงานวิจัย 

2.1 มีการรับรองการใช
ประโยชนผลงานวจิัย 

- 

3. การแสวงหาแหลงทุนวิจัย
ภายนอก 

3.1 มีการแสวงหาแหลงทุนวิจัย
ภายนอก (เพิ่มเติมจาก ทุนวิจยั 
UoE) 

- 

4. การสรางนักวิจัยรุนใหม  4.1 มีสรางนักวจิัยรุนใหม  1 คน 
5. การสนับสนุนการผลิต
บัณฑิต หรือการบูรณาการ
กับการเรยีนการสอน 

5.1 มีสวนรวมในการผลติ
บัณฑิต หรือการบูรณาการกับ
การเรียนการสอน 

- 
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1.6 สรปุผลการดำเนินงานโดยภาพรวม  
โครงการ “สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” ไดดำเนินโครงการ

เสร็จสิ้นแลว โดยมีรายงานการสรุป 3 ประเด็นหลัก ไดแก การประเมินผลการดำเนินโครงการตาม KPI 

สรุปขอมูลการดำเนินกิจกรรม และ สรุปขอมูลการใชจายงบประมาณ โดยมีรายละเอียด ดังนี้ 
 

1.6.1 สรปุผลการประเมินผลการดำเนินโครงการตาม KPI  

ตารางท่ี 2 สรุปผลการประเมินผลการดำเนินโครงการตาม KPI 
ประเด็น คาเปาหมาย ผลลัพธ KPI % 
- กำลังคน หรอื หนวยงานที่ไดรบัการพัฒนาทกัษะ 

    - นกัวิจัยหนวยงานรัฐ 

 

1 คน 1 คน 100% 

- ตนฉบับบทความวิจยั (Manuscript) 5 เรื่อง 5 เร่ือง 100% 

ผลการดำเนินโครงการ “สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” 
โครงการมีคาเฉล่ียผลลัพธ KPI รวม 100% โดยโครงการฯ สามารถบรรลุทุกวัตถุประสงคท่ีต้ังไว   

 

1.6.2 สรปุขอมูลการดำเนินกิจกรรม  
ตารางท่ี 3 สรุปขอมูลการดำเนนิกิจกรรม 

ชื่อกิจกรรม ระยะเวลาดำเนินการ ผลดำเนินการ 
กิจกรรมที่ 1: ศึกษาและสำรวจความเปนไปได 10/2567 – 12/2567  เสร็จสิ้น  
กิจกรรมที่ 2: สรางเครือขายความรวมมือ เครือขายการวิจัย ทั้งภายใน
และภายนอกมหาวิทยาลัยพะเยา 

12/2567 – 6/2568  เสร็จสิ้น  

กิจกรรมที่ 3: จัดตั้งแหลงเรยีนรูและสนับสนุนนักวิจัย นักวิชาการ 2/2568 – 8/2568  เสร็จสิ้น  
กิจกรรมที่ 4: เผยแพรเทคโนโลยีใหม องคความรูใหม และผลงานวิจัยใน
ระดับชาติ ระดับนานาชาติ 

2/2568 – 8/2568  เสร็จสิ้น  

กิจกรรมที่ 5: ติดตามประเมนิการดำเนินงานของหนวยวิจัยตามแผน 12/2568 – 10/2568 เสร็จสิ้น  
กิจกรรมที่ 6: สรุปผลและจดัทำรายงาน 3/2568, 6/2568, 

9/2568 

เสร็จสิ้น  

ภาพรวมแผนการดำเนินงานของโครงการ “ สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศ
ทางการแพทย” บรรลุวัตถุประสงคทุกขอ  
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1.6.3 สรปุขอมูลการใชจายงบประมาณ  
ตารางท่ี 4 สรุปขอมูลการใชจายงบประมาณ 

รายการ ยอดจัดสรร ใชไป คงเหลือ 
1. งบบุคลากร  0.00 0.00 0.00 

2. งบดำเนินงาน 

      2.1 คาจาง 
      2.2 คาวัสด ุ

      2.3 คาใชสอย 

 

340,000 

160,000 

0.00 

 

450,000 

50,000 

0.00 

 

0.00 

0.00 

0.00 

3. งบลงทุน  0.00 0.00 0.00 

รวมท้ังสิ้น 500,000.00 500,000.00 0.00 
 

ภาพรวมของขอมูลการใชจายงบประมาณของการดำเนินโครงการ “ สารสนเทศเชิงประยุกตเพ่ือ
นวัตกรรมสารสนเทศทางการแพทย” บรรลุทุกวัตถปุระสงค  
 

 

*********************************  
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2. ผลงานวิจัยโดยสรุป  
ผลงานวิจัยของโครงการ “ สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” ได

บรรลุตามวัตถุประสงค ทั้ง 3 ขอ โดย โครงการสารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทาง
การแพทย คณะเทคโนโลยีสารสนเทศและการสื่อสาร มหาวิทยาลัยพะเยา ไดสงเสริมและสรางเครือขาย
ความรวมมอื เครือขายการวิจัย ทั้งภายในและภายนอกมหาวิทยาลัยพะเยา ในศาสตรที่เกี่ยวของ โดยมี
รายชื่อเครือขาย ดังนี้ 
• ดร.วงษปญญา นวนแกว มหาวิทยาลัยพะเยา    ผูรวมวิจัย  
• รศ.ดร.พรรณฤมล  เต็มดี มหาวิทยาลัยแมฟาหลวง   ที่ปรึกษาโครงการ  
• รศ.ดร.สิทธิชัย บุษหมั่น  มหาวิทยาลัยราชภัฎมหาสารคาม   ที่ปรึกษาโครงการ  
• รศ.ดร.ทพิรัตน  สทิธิวงศ มหาวิทยาลัยนเรศวร   ที่ปรึกษาโครงการ  
• ผศ.ดร.ฆณการ ภณัณิพงส  มหาวิทยาลัยเทคโนโลยีราชมงคลตะวันออก ที่ปรึกษาโครงการ  
• ผศ.ดร.ทิพวิมล ชมภคูำ มหาวิทยาลัยราชภัฎมหาสารคาม   ที่ปรึกษาโครงการ  
• ผศ.ดร.ณิฏะญาร บรรเทา  มหาวิทยาลัยราชภัฎมหาสารคาม   ที่ปรึกษาโครงการ  
• ดร.พัชระ นาเสง่ียม  มหาวิทยาลัยราชภัฎมหาสารคาม   ที่ปรึกษาโครงการ  
• ดร.อุมาพร ไชยสูง  มหาวิทยาลัยเทคโนโลยีราชมงคลอีสาน  ที่ปรึกษาโครงการ 

 

นอกจากนั้น โครงการ” สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” ไดต้ัง
แหลงเรียนรูและสนับสนุนนักวิจัย นักวิชาการ ในศาสตรที่เกี่ยวของ เผยแพรเทคโนโลยีใหม องคความรู
ใหม และผลงานว ิจ ัยในระด ับชาติ  ระด ับนานาชาต ิ  ในศาสตร ท ี ่เก ี ่ยวของ ผ านทางเว ็บไซต  
http://www.aims.or.th  โดยโครงการไดสรุปผลงานที่ไดรับการเผยแพรทั้ง 5 ผลงาน ซึ่งทั้ง 5 ผลงาน 
ประกอบดวย 
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[FF68 – UoE – 5028 – P05] “Classification Model for Screening Knee Osteoarthritis 

Patients in Northern Thailand Using Data Analytics” to The 5 th International Conference 

on Data Engineering and Communication Technology (ICDECT) at https://icdect.com/  
[FF68 – UoE – 5028 – P04] “Sign Language Detection Mobile Application for Thai 

Patients Using Medical Image Processing to Support Medical Consultations” to The 3 rd 

World Conference on Information Systems for Business Management (ISBM’ 2024 )  at 

https://isbm.ict4sd.org  
[ FF6 8  –  UoE – 5 0 2 8  –  P0 3 ]  “ AI for Healthcare: A Classification Model for 

Personalized Premenstrual Symptoms and Depressive Crisis Risk Tracking Using Data 

Analytics and Machine Learning” to The 1 0 th International Conference on Digital Arts, 

Media and Technology (DAMT) and 8 th ECTI Northern Section Conference on Electrical, 

Electronics, Computer and Telecommunications Engineering (NCON): ECTI DAMT & NCON 

2025 at https://www.icdamt.org/  
[FF68 – UoE – 5028 – P02] Buntao, N., Somkhuean, R., Nuankaew, P., & Nuankaew 

S., W. (2025). Evolutionary Feature Selection to Classify Elderly Diseases from Dietary and 

Exercise Habits and Emotions. International Journal of Engineering Trends and Technology 

– IJETT, 73(1), 166–176. https://doi.org/10.14445/22315381/IJETT-V73I1P114  
[FF68 – UoE – 5028 – P01] Chompookham, T., Nuankaew, W. S., & Nuankaew, P. 

(20 2 4 ) .  Two-Factor Authentication Application Using Artificial Intelligence to Support 

Academic Information Systems. International Journal of Engineering Trends and 

Technology – IJETT, 72(12), 14–29. https://doi.org/10.14445/22315381/IJETT-V72I12P102  
 

ดังที่รายงานขอมูลมาขางตนแสดงใหเห็นวา โครงการ” สารสนเทศเชิงประยุกตเพื่อนวัตกรรม
สารสนเทศทางการแพทย” ไดบรรลุวัตถุประสงคทกุประการ 
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3. ตารางเปรยีบเทียบผลงานที่ทำไดจริง กับผลงานตามเปาหมายที่วางไว 
(Committed Targets/Outputs) โดยสรุป  

โครงการ “ สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” ไดดำเนินงานตาม
เปาหมายที่วางไว ดังแสดงในตารางที่ 1 เปาหมายผลงานที่วางไว (Committed Targets/Outputs) โดย
ผลสรุปของการดำเนินโครงการถูกสรุป ดังแสดงในตารางที่ 2 สรุปผลการประเมินผลการดำเนินโครงการ
ตาม KPI และการเปรียบเทียบของการดำเนินงานของโครงการ ไดแสดงในตารางที่ 5 ตารางเปรียบเทียบ
ผลงานที่ทำไดจริง กับผลงานตามเปาหมายที่วางไว (Committed Targets/Outputs) ดังนี้  
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4. ผลงานอ่ืนๆ / เครือขายงานวิจัย โดยสรุป  
โครงการ “ สารสนเทศเชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย” ไดสรางเครือขาย

งานวิจัย ดังมีรายชื่อนักวิจัยที่เขารวม ดังนี้ 
• รศ.ดร.พรรณฤมล  เต็มดี  มหาวิทยาลัยแมฟาหลวง     
• รศ.ดร.สิทธิชัย บุษหมั่น   มหาวิทยาลัยราชภัฎมหาสารคาม     
• รศ.ดร.ทพิรัตน  สทิธิวงศ  มหาวิทยาลัยนเรศวร     
• ผศ.ดร.ฆณการ ภณัณิพงส  มหาวิทยาลัยเทคโนโลยรีาชมงคลตะวันออก  
• ผศ.ดร.ทิพวิมล ชมภคูำ  มหาวิทยาลัยราชภัฎมหาสารคาม     
• ผศ.ดร.ณิฏะญาร บรรเทา  มหาวิทยาลัยราชภัฎมหาสารคาม     
• ดร.พัชระ นาเสง่ียม  มหาวิทยาลัยราชภัฎมหาสารคาม     
• ดร.อุมาพร ไชยสูง  มหาวิทยาลัยเทคโนโลยรีาชมงคลอีสาน วิทยาเขตสุรินทร 

 

จากความรวมมือในเครือขายนักวิจัยดังกลาว สงผลใหมีผลงานวิจัยที่ไดรับการวิจัยและตีพิมพ
เผยแพรจำนวน 10 ผลงาน ดังน้ี 

 

[FF68 – UoE – 5028 – P05] “Classification Model for Screening Knee Osteoarthritis 

Patients in Northern Thailand Using Data Analytics” to The 5 th International Conference 

on Data Engineering and Communication Technology (ICDECT) at https://icdect.com/  
[FF68 – UoE – 5028 – P04] “Sign Language Detection Mobile Application for Thai 

Patients Using Medical Image Processing to Support Medical Consultations” to The 3 rd 

World Conference on Information Systems for Business Management (ISBM’ 2024 )  at 

https://isbm.ict4sd.org  
[ FF6 8  –  UoE – 5 0 2 8  –  P0 3 ]  “ AI for Healthcare: A Classification Model for 

Personalized Premenstrual Symptoms and Depressive Crisis Risk Tracking Using Data 

Analytics and Machine Learning” to The 1 0 th International Conference on Digital Arts, 

Media and Technology (DAMT) and 8 th ECTI Northern Section Conference on Electrical, 
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Electronics, Computer and Telecommunications Engineering (NCON): ECTI DAMT & NCON 

2025 at https://www.icdamt.org/  
[FF68 – UoE – 5028 – P02] Buntao, N., Somkhuean, R., Nuankaew, P., & Nuankaew 

S., W. (2025). Evolutionary Feature Selection to Classify Elderly Diseases from Dietary and 

Exercise Habits and Emotions. International Journal of Engineering Trends and Technology 

– IJETT, 73(1), 166–176. https://doi.org/10.14445/22315381/IJETT-V73I1P114  
[FF68 – UoE – 5028 – P01] Chompookham, T., Nuankaew, W. S., & Nuankaew, P. 

(20 2 4 ) .  Two-Factor Authentication Application Using Artificial Intelligence to Support 

Academic Information Systems. International Journal of Engineering Trends and 

Technology – IJETT, 72(12), 14–29. https://doi.org/10.14445/22315381/IJETT-V72I12P102  

 

จากผลงานที่ปรากฏแสดงใหเห็นถึงความรวมมือและเครือขายนักวิจัย ซึ่งโครงการ  "สารสนเทศ
เชิงประยุกตเพื่อนวัตกรรมสารสนเทศทางการแพทย" หวังเปนอยางยิ่งที่จะตอยอดและพัฒนาสงเสริม
งานวิจัยตอไป   
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5. แผนงานในอนาคต/ ขอเสนอแนะ โดยสรุป  
โครงการ “ สารสนเทศเชิงประยุกตเพื ่อนวัตกรรมสารสนเทศทางการแพทย ” มีแผนการ

ดำเนินงานในอนาคต โดยไดตอยอดการเสนอขอรับทุนสงเสริมการวิจัยจาก กองทุนสงเสริมวิทยาศาสตร 
วิจัย และนวัตกรรม (กสว.) : งบประมาณดาน ววน. ประเภท Fundamental Fund ประจำปงบประมาณ 
2569 และ ปงบประมาณ 2570 โดยทีมนักวิจัยไดรับการสงเสริมจากศักยภาพของนักวิจัยที่ไดปรากฏ 
ดังนั้น จึงสรุปเบื้องตนไดวา หนวยงาน และองคในระดับมหาวิทยาลัย และระดับชาติ ตางใหความสำคัญ
และเล็งเห็นศักยภาพของนักวิจัย ซึ่งทีมนักวิจัยตางมุงมั ่นที ่จะพัฒนางานวิจัย เพื่อรับใชสังคมและ
ประเทศชาติตอไป 

ขอเสนอแนะ จากโครงการวิจัย โครงการ “ สารสนเทศเชิงประยุกตเพ่ือนวัตกรรมสารสนเทศทาง
การแพทย” ประกอบดวยประเด็นเล็กนอยไดแก ทีมผูวิจัยยังเปนนักวิจัยหนาใหม ที่ยังมีประสบการณ
นอย จึงทำใหไมสามารถวางแผนและควบคุมการบริหารจัดการโครงการไดดีเทาที่ควร ตัวอยางเชน การ
ตีพิมพผลงานวิจัยนอกกรอบระยะเวลา อยางไรก็ตามปญหานี้ เปนปญหาที่เกิดขึ้นจากวารสารที่ผูวิจัย
สงไปตีพิมพ ดังนั้น ในอนาคตทีมนักวิจัยจำเปนตองการมีวางแผนที่ครอบคลุมและกำหนดแผนสำรองไว
ดวย  
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6. ภาคผนวก  
6.1 เอกสารประกอบ และเอกสารอ่ืนๆ   

เอกสารประกอบและรายละเอียดการเผยแพรตางๆ ถูกสรุปในตอนทายของเอกสาร  
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Abstract - Integrating facial recognition technology is crucial for enhancing the security of online learning and consultation 
platforms, particularly in computer technology and engineering education. This project aims to synthesize components and 
technologies to develop a prototype of a two-factor authentication system that leverages artificial intelligence technology. The 
goal is to enhance the efficiency and capacity of identification verification. Moreover, a comprehensive evaluation will be carried 
out to determine the prototype's performance and level of acceptance. A purposive random sampling strategy was employed to 
select 40 participants from the Computer Technology and Digital Program at Rajabhat Maha Sarakham University, including 
students and faculty members. The research instruments comprised a thorough questionnaire encompassing several facets of the 
academic information system's development, a prototype of a two-factor authentication system, a quality assessment form, and 
a questionnaire to gauge the information system's acceptance. The performance criteria comprised accuracy, precision, recall, 
f1-score, average, and standard deviation. The findings indicated that the authorized prototype comprised four distinct modules: 
an authentication module, a member module, an information module, and a management module. The evaluation results for 
identifying faces, using CNN Face Detector, VGG-Face net, and classification by Logistic Regression, attained a remarkable 
accuracy of 83.54%. The precision and recall values were 0.84 and 0.88, respectively. The evaluation findings indicate that the 
overall quality is quite acceptable, with a mean score of 4.44 and a standard deviation of 0.55. Similarly, the user satisfaction 
with the 2FA system prototype is high, as indicated by a mean score of 4.54 and a standard deviation of 0.51. 

Keywords - AI in Education, Facial recognition technology, Mobile learning support, Pedagogical prototype, Two-factor 
authentication.  

1. Introduction  
In the present era, characterized by the dominance of the 

digital sphere, human existence is primarily influenced by 
online activities, which are directly connected to daily 
behaviors. These activities include various behaviors, such as 
doing online transactions, making purchases, paying for 
products and services, communicating with colleagues, 
documenting client information, and monitoring account 
balances via online banking. The Internet has had a significant 
influence on human existence and has witnessed a worrisome 
surge in patterns. However, the Internet is commonly 
recognized as an extensive repository of information, 
providing online venues for users to engage in conversation, 
exchange their experiences, and avail themselves of a diverse 
array of convenient services. Due to these concerns, data 
security is imperative for individuals and companies. There 

exist specific crucial pieces of knowledge that are not suitable 
for public disclosure. To access computer systems, computer 
system security must diligently identify and address potential 
vulnerabilities that may compromise particular data, such as 
ID card information, credit card information, usernames, and 
passwords. Therefore, authentication is crucial and essential 
when entering any system to confirm the identity of the data 
owner.  Authentication is the procedure of verifying and 
validating the accuracy and legitimacy of an individual's 
information. This can be achieved by directly communicating 
with the data owner or employing computer systems or 
artificial intelligence to analyse the data. Authentication is a 
crucial and necessary element of security protocols. During 
the authentication process, the user provides evidence of 
authorization to access the system or data. Presently, there are 
multiple forms and protocols for authentication, such as user 
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IDs, usernames, passwords, and biometric authentication. 
Each technique has its advantages and disadvantages. The 
predominant method of authentication in contemporary 
society is the utilization of usernames and passwords, which 
has been broadly embraced and firmly established as a 
customary procedure for a substantial duration. The main 
concern with username and password authentication is the 
vulnerability of user information to interception.  

Furthermore, individuals are unaware that their data has 
been taken, and service providers are unsure about the user's 
ownership of the data. When the system has a significant 
impact, relying solely on username and password 
authentication is deemed inadequate and insufficient in terms 
of security, as it only involves a single authentication step to 
access the system.  In order to resolve the problem mentioned 
before, researchers utilize a two-step verification method 
called Two-Factor Authentication (2FA) when users log in. 
2FA is a security measure that requires two keys to access a 
system, much like having two doors. This signifies that the 
system has enforced a prerequisite for verifying at least two 
criteria to access the data or system. Usually, individuals are 
required to verify their identity by inputting their user ID and 
password to gain access to the system.  

Subsequently, the system proceeds to authenticate the 
user's identity at the second tier, utilizing diverse techniques 
that align with the capabilities of the created system. Current 
examples of two-step verification methods include the 
transmission of a One-Time Password (OTP) by SMS, the 
encryption of code through emails, the use of a second verified 
device, the utilization of fingerprints, and other comparable 
approaches. Due to the improved efficiency of contemporary 
communication technologies, users now possess the capacity 
to transmit greater quantities of information across networks. 
Consequently, two-step verification has progressed to include 
facial recognition as a security feature. Facial recognition is 
an artificial intelligence approach that can assess and make 
comparisons between the facial features of individuals.  

Facial recognition technology can swiftly and precisely 
recognize persons in photos or videos containing their faces. 
Afterwards, it compares the faces in the database to determine 
the identification of the detected face and then analyzes its 
unique facial features. Moreover, using facial recognition 
technology for unlocking or logging in reduces the user's need 
for physical contact with objects or surfaces that may transmit 
diseases like COVID-19. Facial recognition technology has 
become widely popular in several businesses and people's 
everyday routines. It is utilized to verify identities to gain 
access to highly secure places, monitor staff entry and exit 
times, record entry permissions for telephone systems, and 
validate users for online banking security systems. Facial 
recognition systems offer a straightforward and fast method of 
verifying someone's identity by quickly differentiating their 
face. This approach is more convenient and efficient than 

using cards and fingerprints for identification. To improve 
student achievement, educational institutions and 
organizations should prioritise creating information systems 
for education, even though there may be limited use of 
information technology and a lack of student engagement 
since many instructors heavily rely on cognitive teaching 
methods. Maximizing the capabilities of driving pupils is a 
step-by-step procedure, particularly given the transition from 
conventional classroom environments to online platforms, 
while encouraging sustainable learning. Academic instructors 
and educational institutions require the development of 
academic expert systems and educational technologies that 
improve the advancement of student learning. Currently, 
learners necessitate an information system that functions as a 
learning tool and is compatible with their learning behavior. 
Blended online learning and online mentoring are crucial 
elements in fulfilling the requirements of students. Moreover, 
concerns regarding the system's trustworthiness generate 
apprehension among children, discouraging them from 
accessing the system to seek help. Based on the observations 
reported earlier, the researchers proposed using facial 
recognition technology to improve instructional technologies. 
They accomplished this by creating a prototype for 
identification purposes, aiming to enhance the security of 
information systems that facilitate learning and provide online 
guidance for counselors and students. The researchers 
conducted a study and created a preliminary version of a two-
factor authentication system. They employed two approaches 
to authenticate individuals, utilizing artificial intelligence 
technology incorporating facial recognition into the login 
process.  

The prototype may verify users' identity by requiring the 
input of a username and password during the initial stage. The 
system will capture a facial image from a camera or webcam, 
which will be utilized for identity authentication in the 
subsequent stage to enhance security during system usage, as 
depicted in Figure 1 of the study framework. Figure 1 
illustrates a study framework that uses two-factor 
authentication (2FA) to improve the functionality of academic 
information systems (AIS). The framework consists of two 
distinct study eras. The first phase entails constructing the 
two-factor authentication (2FA) login prototype. There are 
two elements, as depicted in Figure 2 and Figure 3.  

The last phase entails implementing the two-factor 
authentication (2FA) login prototype to streamline access to 
academic information systems (AIS). This research proposal 
exclusively addresses the preliminary phase of the 
investigation, while the research has a wide-ranging reach. 
Assessing the efficacy of academic information systems 
requires conducting tests with actual users, who are the 
primary target audience based on research data. Figure 2 
comprehensively describes the initial two-factor 
authentication (2FA) element that aids academic information 
systems (AIS).  
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Fig. 1 The research framework 

 
Fig. 2 The initial component of the two-factor authentication (2FA) system 

 
The primary objective of this component is to create a 

robust authentication system that requires a username and 
password for secure login. The process comprises six 
sequential stages, elaborated in the materials and methods part 
and Pseudo Code, as specified in Table 4. Figure 3 provides a 
complete description of the second component of two-factor 
authentication (2FA), specifically designed to improve the 
security of academic information systems (AIS).  

The main objective of the second phase is to incorporate 
facial recognition into the prototype of the two-factor 
authentication system with artificial intelligence. This 
integration will enhance the functionality of academic 
information systems, as described in the materials and 
techniques section, and will adhere to the Pseudo Code 
provided in Table 5. Significantly, it defined the study 
objectives, encompassing three main aims. 
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Fig. 3 The second component of the two-factor authentication (2FA) system 

The study aimed to integrate the essential elements and 
technologies to prototype a two-factor authentication system 
that utilizes artificial intelligence technology. The second 
study objective was to prototype a two-factor authentication 
system using artificial intelligence technologies. This system 
would optimize the effectiveness and capability of identity 
verification while integrating robust security measures for 
system access. The third research objective involved 
evaluating the efficacy and studying the user response to the 
prototype of the two-factor authentication system utilizing 
artificial intelligence technology. The researchers are 
confident that this discovery will significantly benefit 
education, computer science, computer engineering, and 
related academic subjects in the future. Their unwavering will 
and diligent efforts will guarantee a substantial and enduring 
influence.  

2. Literature Review and Related Works  
2.1.  Authentication System  

Authentication systems must meet three fundamental 
criteria [1]: The primary criterion is to possess ample system 
resources for authorized users and the capability to deliver 
uninterrupted services to users with dependability. The second 
requirement is that the system must be able to preserve the 
integrity of the data, thereby preventing any unauthorized 
individuals from modifying it and safeguarding against 
unauthorized infiltration and manipulation of the data. The last 
determinant is confidentiality, which concerns the capacity to 
maintain the concealment and privacy of users. The system 
should incorporate safeguards to deter illegal access to data. 
Data encryption technology ensures the secrecy and accuracy 
of data within the system [2]. Adhering to these criteria is 

crucial when creating, implementing, and maintaining an 
authentication system to ensure reliability. The level of 
protection against unauthorized use and data access is 
determined by requirements, resources, priorities, and 
environment, which are established by suitable authentication 
[3].  

2.2.  Multi-Factor Authentication  
Multi-Factor Authentication (MFA) is an authentication 

principle that is applied to the login process by providing an 
additional layer of authentication to the system or a means of 
verifying at least two factors to increase the security of the 
system even more [4], [5], [6] There are three authentication 
factors.   

• What you know, what you have, and who you are. What 
you know may be using passwords [7], [8], digital 
signatures [9], or personal data.  

• What you have might be a smartcard [10], [11], Radio-
Frequency Identification (RFID) [12], and Near-Field 
Communication (NFC) [13]  

• Who you are is biometric identity [14], [15], [16] such as 
fingerprint, face, hand geometry, voice, and retina. Two-
factor authentication means using an authentication 
method organized into two different authentication 
factors. 

2.3.  Face Recognition for User Authentication  
Face recognition technology for authenticating users 

increases system security and prevents potential 
vulnerabilities [17]. Some features of facial authentication 
systems are that they utilize different people's facial 
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characteristics to create unique identities, increasing security 
and reducing the risk of unauthorized access through facial 
recognition technology. Facial recognition has the advantage 
of being easy to use and convenient, not disturbing users, and 
having no hardware requirements [18], [19]. Facial 
recognition requires image processing techniques and 
machine learning algorithms for face detection and 
identification. Rameswari et al. [20] present a method to 
encode faces in the input image using the Histogram Object 
Gradient (HOG) method and detecting faces using the Facenet 
algorithm. Then, the Support Vector Machine (SVM) method 
compares and classifies faces. Chen et al. [21] presented an 
efficient convolutional neural network model called Mobile 
Facenets, which uses less than 1 million parameters and can 
efficiently detect real-time faces on mobile devices. Sagar and 
Narasimha [22] developed a thoughtful and robust face 
detection-based lock system using facial detection and 
recognition algorithms, including the application of Principal 
Component Analysis(PCA), Histogram Equalization, and 
Linear Discriminant Analysis (LDA) where the system 
decides which algorithm to use to detect and recognize faces 
based on the current light intensity. Kim et al. [23] present a 
practical algorithm to improve recognition accuracy using a 
hierarchical deep neural network structure by extracting 
features from the appearance of a feature-based network fused 
with the geometric feature in a hierarchical structure. 

2.4.  Academic Information System (AIS)  
The swift advancement of information technology 

presents a notable difficulty in implementing information 
systems [24]. It is necessary to carefully assess and implement 
suitable measures to guarantee results that align with the 
requirements and goals of technology users. Data processing 
in information technology includes acquiring, processing, 
storing, and managing data in diverse formats to derive high-
quality information. An Academic Information System (AIS) 
is a data storage and management system that offers academic 
information services within educational institutions. 
Typically, it encompasses student details such as personal 
information, academic background, grades, and other 
information about the student's education at that institution 
[25]. Indrayani's study [26] defines AIS as a collection of 
methods and activities employed in higher education 
institutions to arrange, handle, and utilize information. AIS 
serves multiple purposes, including generating reports on 
activity performance, addressing hypothetical scenarios, 
facilitating decision-making, and assessing results in 
institutional development. AIS must address the requirements 
of various users, such as students, teachers, administrative 
personnel, and executives.  

3. Materials and Methods  
The prototype two-factor authentication system was 

developed by combining artificial intelligence, face 
recognition technology, and the conventional technique of 
validating identity using a login and password.  

3.1.  Population and Sampling  
The study focuses on the attributes of the sample 

population and the process employed to choose participants. 
The study analysed the demographic characteristics of 
students, teachers, and staff associated with the Department of 
Computer Technology and Animation at the Faculty of 
Information Technology, Rajabhat Maha Sarakham 
University.  

The study utilized purposive sampling methods, 
explicitly targeting a cohort of 40 individuals comprising 
students, lecturers, and staff affiliated with the Department of 
Computer Technology and Digital at the Faculty of 
Information Technology, Rajabhat Maha Sarakham 
University, for the academic year 2022. Participants granted 
their informed consent to utilize their data for research 
purposes. The researchers will abstain from disseminating or 
disclosing the acquired data without getting agreement from 
the individuals. 

3.2.  Data Collection  
The data underwent three distinct phases. The initial stage 

involved gathering data to analyse and combine the many 
components of the academic information system. The second 
stage involved gathering data to create and construct a 
prototype two-factor authentication system utilizing artificial 
intelligence technologies. The third step involved collecting 
data to assess the system's quality and studying user approval 
of the prototype.   

3.2.1. Academic Information Systems Synthesis Data  
The purpose of the Data collection for the synthesis of 

academic information systems was to identify critical factors 
for creating a prototype of a two-factor authentication system 
utilizing artificial intelligence to enhance academic 
information systems.  
This technique consisted of four steps.  

• Step 1: The design of the research framework for 
developing a two-factor authentication system was a 
collaborative effort. In consultation with experts from 
various fields, including system development, context 
analysis, documentation, and research, researchers 
analyzed the system's boundaries, constraints, and issues.  

• Step 2: We synthesized suitable components for a 
prototype of a two-factor authentication system that 
utilizes artificial intelligence to enhance academic 
information systems.  

• Step 3: The synthesized elements were distributed to five 
experts to solicit their arguments and acceptance of the 
cumulative generalization of the elements for a prototype 
of a two-factor authentication system that utilizes 
artificial intelligence to enhance academic information 
systems. This process is elaborated in Table 1.  
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• Step 4: They analysed and summarised the results of 
synthesizing suitable components for the prototype of a 
two-factor authentication system using artificial 
intelligence. These findings are presented in Table 6.  

3.2.2. Data for Designing and Development  
The data-collecting process for prototype design and 

development was conducted by analysing the results and 
conclusions derived from synthesizing the relevant system 
components, with input from five experts. The results of the 
design and development of the prototype system were 
separated into two components. The initial element consisted 
of a sign-in system, as depicted in the operational architecture 
illustrated in Figure 2. The second element consisted of a 
facial recognition two-factor authentication system prototype, 
as described in the functional framework illustrated in Figure 
3. The research tools section provides a comprehensive 
overview of the development process for each framework.  

3.2.3. Data for Prototype Evaluation  
The purpose of gathering data for testing and evaluating 

the prototype's effectiveness was to examine the level of 
satisfaction and acceptability toward the two-factor 
authentication system prototype, which utilizes artificial 
intelligence to assist academic information systems. Our team 
of dedicated researchers undertook this task with five 
meticulous steps, outlined below.  

• Step 1:  Our team of researchers meticulously developed 
a comprehensive and robust prototype for a two-factor 
authentication system trial, ensuring its quality and 
reliability.  

• Step 2:  The researchers created detailed questionnaires 
to evaluate the system's quality, as described in Table 2, 
and to provide a comprehensive analysis of user approval, 
as described in Table 3, of the prototype for the two-factor 
authentication system.   

• Step 3: Researchers organized and requested 
collaboration from sample groups and experimented on 
the system prototype. During this phase, the researchers 
exercised control over, explained, clarified, and assisted 
the samples throughout the testing process.  

• Step 4:  Questionnaires were gathered and assessed for 
acceptability based on their sample questionnaires, and a 
prototype system was developed for testing activities with 
the samples. 

• Step 5:  The researchers condensed the questionnaire 
responses, summarized the reaction results, analysed the 
level of acceptability among the sample groups, assessed 
the performance of the system prototype, and deliberated 
on the findings, as documented in the assessment reports 
presented in Tables 10 and  11.   

3.3.  Research Tools  
Four instruments were used for the research. The first 

instrument used was a questionnaire designed to assess the 
effectiveness of the prototype components of a two-factor 
authentication system that utilizes artificial intelligence 
technology to enhance academic information systems.  

The initial questionnaire was created for assessment by 
specialists, as outlined in Table 1, and the results are presented 
in Table 7. The second instrument refers to the prototype of a 
two-factor authentication system that utilizes artificial 
intelligence to enhance academic information systems. This 
prototype is described and outlined in the part dedicated to its 
production. 

 The third instrument employed was a questionnaire 
designed to assess the efficacy of the prototype two-factor 
authentication system, which utilizes artificial intelligence to 
enhance academic information systems. This questionnaire 
was arranged for specialist assessment, as specified in Table 
2, and the result is displayed in Table 10.  

The fourth instrument was a questionnaire designed to 
assess the acceptance of the prototype two-factor 
authentication system, which incorporates artificial 
intelligence to enhance academic information systems. This 
survey was conducted to investigate the level of acceptance 
among a selected group, as outlined in Table 3, and yielded 
Table 11.  

3.4. Prototype Construction and Quality of Tools  
The conceptual notion of developing a prototype for a 

two-factor authentication system employing artificial 
intelligence to assist academic information systems is depicted 
in the study framework, shown in Figure 1. The structure and 
components comprised two primary elements. The primary 
element is creating and manufacturing a secure login system 
that requires a username and password, as depicted in the 
workflow illustrated in Figure 2.  

The second element involves integrating a prototype of a 
two-factor authentication system that utilizes artificial 
intelligence to enhance the functionality of academic 
information systems, as described in Figure 3 of the 
framework. This section offers a comprehensive explanation 
of both frameworks. 

3.4.1. Development of the 2FA System Prototype  
The development of the 2FA system prototype 

commenced by incorporating a login mechanism that required 
the user to enter both a username and password.  

The researchers developed an initial iteration of a two-
factor authentication (2FA) system utilizing the Systems 
Development Life Cycle (SDLC) framework, which 
encompasses five distinct stages.  
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• Step 1:  Planning 
The system's development has been methodically and 

extensively planned. An extensive investigation was 
conducted to collect various user requirements, meticulously 
evaluate the details, and pinpoint the underlying reasons for 
the problems. Subsequently, these discoveries were crucial in 
creating and implementing the login system.  

• Step 2:  Performing system analysis 
The data collected in Step 1 was analyzed to incorporate 

user requirements by developing a framework that addresses 
the varied system needs. 

• Step 3:  The procedure of system design.  
The data acquired from the system analysis process was 

employed to build the database system and its associated 
procedures, influencing its design.  

• Step 4:  System development.  
A fresh technique was developed by utilizing appropriate 

technologies. Information was acquired from the first round of 

data gathering, which involved the participation of five 
specialists. The precise research inquiries may be located in 
Table 1, while the accompanying analytical discoveries are 
displayed in Table 7. 

 The data in this section was employed to evaluate and 
select the most appropriate technology. Afterwards, the 
system underwent thorough testing, which included 
developing its installation, assessing its compatibility with the 
current system, and providing training to equip system users 
with the required information.  

The login system is activated by entering a username and 
password. Figure 2 illustrates the arrangement, while Table 4 
displays the Pseudo code.  

• Step 5:  System Maintenance  
The researchers were following the completion of tests 

using the prototype of the 2FA system. Multiple modifications 
were implemented to complete and assemble a guidebook to 
improve system efficiency. 

Table 1. Questionnaire to evaluate the suitability of 2FA prototype components 

Stage Details 
CP1. Suitability of system components 

CP1.1 Suitability of members 
CP1.2 Suitability of information 
CP1.3 Suitability of user management 
CP1.4 Suitability of two-factor authentication 
CP1.5 Suitability of user permission 

CP2. Suitability of technological components in system development 
CP2.1 Suitability of hardware 
CP2.2 Suitability of code and programming 
CP2.3 Suitability of database management system 
CP2.4 Suitability of software for two-factor authentication 
CP2.5 Suitability of reports via browser and platform 

Table 2. Questionnaire for quality assessment  
Stage Details 

AC1. Function test 
AC1.1 Completeness of prototype components 
AC1.2 Completeness of prototype data presentation 
AC1.3 Completeness of the prototype's data retrieval 
AC1.4 Capabilities of signing in to the system 
AC1.5 Two-factor authentication capabilities 

AC2. Result test 
AC 2.1 Correctness of the system in adding data 
AC 2.2 Correctness of the system in editing data 
AC 2.3 Correctness of the system in deleting data 
AC 2.4 Correctness of the system in two-factor authentication 
AC 2.5 Correctness according to the framework of the system 

AC3. Usability test 
AC3.1 Usability to access the data 
AC3.2 Arrangement of system complexity 
AC3.3 Overview of usability testing with the system 
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AC4. Security test 
AC4.1 Appropriateness to assign permissions to access data 
AC4.2 Security in accessing data 
AC4.3 Appropriateness of the overall security system 

Table 3. Questionnaire for acceptance 

Stage Details 
AC1. Perceived usefulness 

AC1.1 The system can effectively verify the identity of factor 1 
AC1.2 The system can effectively verify the identity of Factor 2 
AC1.3 The system can link information efficiently. 
AC1.4 The system processes overall identity verification information correctly. 
AC1.5 The identity verification system helps secure the work. 

AC2. Perceived ease of use 
AC 2.1 Manual for recommending use 
AC 2.2 The usage process is flexible and not complicated. 
AC 2.3 Information systems can quickly access information. 

AC 2.4 
The information system uses visual explanations, content, and appropriate organization of elements to make it 

easy to understand 

AC 2.5 
The information system can be used anywhere and anytime via web browsers from many devices and all 

platforms. 
AC3. Attitude towards use 

AC3.1 The user is satisfied with the system overall. 
AC3.2 The user is satisfied with the system's process. 
AC3.3 The user is satisfied with the stability of the system. 
AC3.4 The user is satisfied with the manual that guides them using the system. 
AC3.5 The user is satisfied with the manual that guides them using the system. 

Table 4. Pseudo code for the first 2FA component 

Pseudocode for the initial step of the authentication 
system 

Input 
   Username 
   EnteredPassword  
Process 
   Authenticate by providing a Username and the 
corresponding EnteredPassword. 
   The user sends their username and entered password to 
the Network-Attached Storage (NAS), which relays the 
request to the server. 
   The server queries data from the database using 
authentication credentials. 
   The database returns the encrypted password and the 
corresponding permissions.  
      If the encrypted password in the database response 
matches the encrypted EnteredPassword returned from 
NAS, 
 Then 
 Server returns the accept 
 Proceed to the second step authentication 
 
      Else 
 Server returns the reject 
 Username or Password may be invalid or wrong 
Try again 

3.4.2. Second Stage of Development 2FA System Prototype  
The second stage of creating the 2FA system prototype 

entailed integrating facial recognition technology into the 
existing 2FA system prototype.  

A facial verification system was implemented by 
combining a human image recognition model into the 2FA 
system prototype. The system follows a five-step process, as 
depicted in Figure 4.  

• Step 1:  Data Preparation 
The stage obtained image data of the provided sample 

groups. The dataset comprised 400 photographs, with ten 
images for each of the 40 students and teachers affiliated with 
the Faculty of Information Technology at Rajabhat Maha 
Sarakham University.  

These photographs depicted the unique ambiance and 
overall surroundings.The data owner has explicitly granted 
permission to collect and utilize the data for research purposes.   

The data was partitioned into two segments, with 80% 
allocated for evaluating the prototype system's performance 
and 20% designated for split testing.  

Thus, 80% of the resources were spent on developing the 
prototype, while the remaining 20% were dedicated to testing 
its performance.  
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Fig. 4 Constructing a facial recognition module 

• Step 2:  Face Detection and Cropping.  
At this stage, facial pictures were collected and analyzed. 

Researchers utilized the CNN-Face Detector, a powerful tool 
that accurately detects and locates faces in photographs and 
then returns this information to the system. Afterwards, the 
researchers cropped the facial photos for facial recognition.  

• Step 3:  Download and Install VGG-Face Weights.  
It acquired pre-trained neural networks. The experiment 

utilized VGG-Face Net, a neural network that has undergone 
rigorous training on a vast dataset of facial photos to recognize 
human faces precisely.  

• Step 4:  Facial Image Feature Extraction.  
The VGG-Face Net model extracted picture features from 

the generated pages. Subsequently, each image was assigned 
the name of the data owner.  

• Step 5: Image Classsification.  
In this step, a machine learning algorithm was employed 

to generate and categorize photographs by randomly splitting 
the experimental data into two distinct datasets. The datasets 
were later used to create and evaluate a "Split Test" model, 
with 80% of the data used for development and 20% used for 
testing. 80% of the initial dataset was utilized to build a model, 
with the data being divided into two smaller segments. During 
the initial stage, 70% of the resources were allocated towards 
developing the prototype model.  

The subsequent portion assigned 10% of the resources to 
validate the model. An equivalent of 20% of the remaining 
data was allocated to evaluate the prototype's efficiency. The 

data was classified, and then a machine learning model was 
created using four classifiers: K-Nearest Neighbors (K-NN), 
Logistic Regression (LR), Multi-Layer Perceptron (MLP), 
and Support Vector Machine (SVM). The results of the 
prototype development, utilizing the four strategies, are 
outlined in the part dedicated to the prototype development 
report. The second element of the 2FA system prototype 
demonstrates the functioning of the process in the Pseudo 
code, as depicted in Table 5.  

Table 5. Pseudo code for the second 2FA 

Pseudo code the Second Step Authentication System  
Input 
   Username 
   Image (from computer) or capture image (from 
webcam) 
Process 
   Face detection and crop image by CNN face detector 
   Face image feature extraction will use the VGG-Face-
Net model. 
 
   Classify image using a trained Logistic Regression 
model. 

      If the model return classification results (Username) 
and Username input are the same,  
 Then 
 Server return accept 
 Enter academic information system: AIS 
      Else 
 Server return reject 
 
Try again 

Step 1 

Step 2 

Step 3 

Step 4  

Step 5 

Data Preparation 

Face Detection and Cropping 

Download and Install VGG-Face Weights 

Facial Image Feature Extraction 

Image Classification 
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Table 6. The Confusion matrix 

 Actually Positive Actually 
Negative 

Predicted 
Positive 

True Positive 
(TP) 

False Positive 
(FP) 

Predicted 
Negative 

False Negative 
(FN) 

True Negative 
(TN) 

After developing the two-component subsystems, a 
prototype system was created for testing. The test target group 
consisted of two parts: 5 experts and 40 students and 
instructors. Tables 10 and 11 display the test results and 
satisfaction study data. 

3.5.  Model Performance Assessment  
The confusion matrix technique and four indicators—

accuracy, precision, recall, and F1-Score—were used to 
evaluate the machine learning models' performance with four 
classifiers. From the confusion matrix shown in Table 5, the 
four indicators used to determine the model performance are 
displayed in Equation (1) to (4). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  ்ା
்ାிାிேା்ே

  (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  ்
்ାி

   (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  ்
்ାிே

   (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ (௦∗ோ
௦ାோ

) (4) 

Where, True Positive (TP) and True Negative (TN) mean 
what was predicted matches what happened. In contrast, False 
Positive (FP) and False Negative (FN) mean what was 
predicted miss-matches what happened.  

3.6.  Research Analysis and Interpretation  
The Statistics used in data analysis. The collected data 

was analysed, and results were summarized as mean and 
Standard Deviation (S.D.). A rating scale used in the study of 
acceptance and satisfaction consisted of 5 levels. A score of 5 
= very satisfied; 4 = somewhat satisfied; 3 = neither satisfied 
nor dissatisfied; 2 = slightly dissatisfied; 1 = very dissatisfied. 
The rating scale was used with experts and sample groups, as 
shown in the questionnaire details in Table 1 and Table 2.The 
acceptance and satisfaction levels data were interpreted using 
five interval levels. A mean result between 1.00 and 1.80 at 
level 1 indicates a highly undesirable state. A mean value 
falling from 1.81 to 2.60 is deemed unsatisfactory at level 2. 
If the average number falls between 2.61 and 3.40 at level 3, 
it suggests a neither acceptable nor unacceptable state. A mean 
value falling within the range of 3.41 to 4.20 was deemed 
sufficient for level 4. A mean number between 4.21 and 5.00 
at level 5 signifies a high level of acceptability. The data 
analysis and interpretation of acceptance and satisfaction 
levels were condensed and shown in Tables 7, 10, and 11.  

4. Results  
The investigation and construction of a prototype 2FA 

system utilizing artificial intelligence to enhance academic 
information systems yielded three key findings, documented 
in sections 4.1, 4.2, and 4.3. The first aspect pertains to the 
study's findings and the synthesis of components inside the 
information system. The second aspect pertains to the results 
derived from designing and creating the prototype for the 2FA 
system. The third aspect involves the experts' and sample 
groups' acceptance of the 2FA system prototype.  

4.1. Synthesis of the 2FA System Prototype Components  
The experts' input on the components necessary for 

constructing the 2FA system prototype was summarized and 
utilized to design the system process, as depicted in Figure 5. 
The findings of their evaluation of the acceptability of the 2FA 
system prototype module were reported and summarized in 
Table 7.  Figure 5 illustrates that the 2FA system prototype 
comprised four modules. The Authentication Module is a 
component that offers authentication functionality for system 
access. Users are required to complete a two-step login 
process. Initially, the user must input a username and 
password.  

As part of the second phase, users must authenticate their 
identity by capturing a photo using a camera. To log in, users 
must complete both stages. The Member Module is a 
component designed to store and manage data related to 
members. The recorded data includes information about both 
students and instructors. The individuals capable of 
documenting information are students and instructors. The 
Information Module is designed to contain many components 
of information from the Academic Information System (AIS). 
Only instructors are allowed to record information. The 
purpose of the Management Module is to streamline the 
process of managing member data access permissions. 
According to Table 7, the experts expressed that the 
components utilized in developing the 2FA prototype system 
were highly acceptable.   

4.2. Results of the 2FA Prototype Systems' Development  
The development results of the 2FA prototype system, 

which utilizes artificial intelligence to enhance academic 
information systems, are categorized into two sections. The 
initial section comprehensively analyses the progress in 
creating the facial recognition model. The second section 
entails a comprehensive report detailing the execution of the 
prototype system.  

4.2.1. Facial Recognition Model  
The development results of the prototype model of the 

human face verification system using the facial recognition 
module were tested for model performance with the steps 
shown in Figure 4. To test the performance of the facial 
recognition module, it was run on Google Colab. The 
experiment used A CNN-Face Detector to detect faces and 
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crop facial images. Following that, VGG-Face Net was used 
to extract image features and assign labels to the images. Once 
the facial image data was prepared, the data was divided into 
two parts for testing: a training set with 80% of the data and a 
testing set with 20% of the data.  

The researchers used the first 80% of the data to develop 
a model using four classifiers: K-Nearest Neighbours (K-NN), 
Logistic Regression (LR), Multi-Layer Perceptron (MLP), 
and Supports Vector Machine (SVM), as detailed parameters 
in the experiment as shown in Table 8. Once the models from 
each technique were obtained, the remaining 20% of the data 
was tested with a confusion metric technique and four 
indicators. The test results for each classifier are reported in 
Table 9. The data in Table 9 demonstrates that the 
categorization efficiency test produced results with an 
accuracy surpassing 80 percent. The Logistic Regression (LR) 
classifier achieved an accuracy of 83.54%, while the Support 
Vector Machine (SVM) classifier achieved an accuracy of 
81.01%. Therefore, the Logistic Regression (LR) model was 
chosen to be integrated into the login system in the facial 
recognition module because of its exceptional precision. 

4.2.2. Implementing the Prototype System  
Facial recognition technology in the 2FA prototype 

system has effectively streamlined user authentication in 
deploying Academic Information Systems (AIS) that require 
a login and password.  

AIS development involves utilizing code programs 
written in PHP, Python, HTML5, CSS3, JavaScript, and a 
MySQL database system. To evaluate the effectiveness of the 

facial recognition authentication system, researchers utilized 
OKER-A229 cameras with a resolution of 1920×1080 pixels 
(Full HD-1080p). The system categorizes users into two 
distinct groups: students and teachers. Each user group 
possesses distinct permissions. Figures 6 and 7 depict the 
whole two-part login system. Upon accessing the system, 
users are granted access to all academic information systems 
within the Department of Computer Technology and Digital, 
Faculty of Information Technology, Rajabhat Maha Sarakham 
University.  

4.3.  Performance and Acceptance of the 2FA System  
After the two systems were integrated, the system 

underwent testing, and arrangements were established to ssess 
the quality of the 2FA system prototype, which was separated 
into two groups.Group one comprised five experts, whereas 
group two was a specifically chosen sample of 40 students and 
instructors, as documented in Tables 10 and 11. 

Table 10 indicates that the experts expressed high 
satisfaction and rated the overall quality of the 2FA system 
prototype as strongly acceptable. Upon careful evaluation, it 
was determined that the security and functionality testing 
components of the 2FA system prototype were highly 
satisfactory. The test results on the performance and ease of 
use of the 2FA system prototype met the acceptable criteria. 
Table 11 shows that the samples' satisfaction and acceptance 
of the overall quality of the 2FA system prototype is at a 
strongly acceptable level. When considering each aspect, it 
was found that the perceived usefulness, ease of use aspects, 
and attitude towards using the 2FA system prototype are 
strongly acceptable.  

Fig. 5 The components of the 2FA system prototype 

Member Module 

Information Module 

Management Module 

Frist 
Step Authentication 

Second 
Step Authentication 

Authentication Module 

User + 

Teacher 

Student 
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Table 7. Summary of the Experts' acceptance of the 2FA prototype components 

Stage Mean S.D. Interpretation 
CP1. Suitability of system components 

CP1.1 4.40 0.55 Strongly Acceptable 
CP1.2 4.60 0.55 Strongly Acceptable 
CP1.3 4.40 0.55 Strongly Acceptable 
CP1.4 4.80 0.45 Strongly Acceptable 
CP1.5 4.60 0.55 Strongly Acceptable 

Average: 4.56 0.51 Strongly Acceptable 
CP2. Suitability of technological components in system development 

CP2.1 4.20 0.45 Acceptable 
CP2.2 4.40 0.55 Strongly Acceptable 
CP2.3 4.60 0.55 Strongly Acceptable 
CP2.4 4.60 0.55 Strongly Acceptable 
CP2.5 4.60 0.55 Strongly Acceptable 

Average: 4.48 0.51 Strongly Acceptable 
Total Average: 4.52 0.50 Strongly Acceptable 

Table 8. Parameter in the experiment  
Classifiers Hyperparameters Search Space Bast Parameters 

K-Nearest Neighbors  (K-NN) n-neighbors [1, 15] 1 

Logistic Regression (LR) 

solvers 
 

penalty 
c_valures 
max_iters 

['lbfgs', 'newton-cg', 'sag', 'saga', 
'liblinear'] 

['l2', 'l1', 'none'] 
[100, 10, 1.0, 0.1, 0.01] 

100 - 2000 

Sag 
none 
1.0 
500 

Multi-Layer Perceptron (MLP) 

max_iters 
beta 
alpha 

activation 
solver 

100 - 2000 
0.1 - 0.9 

0.0001 - 0.1 
['sigmoid', 'relu', 'Tanh'] 

['lbfgs', 'sgd', 'adam', 
default='adam'] 

200 
0.9 

0.0001 
relu 

adam 

Supports Vector Machine (SVM) 
c 

gamma 
kernel 

[0.1 - 50] 
[0.0001 - 1] 
['liner', 'rbf'] 

20 
0.001 

rbf 

 
Fig. 6 Login with a username and password 

 
Fig. 7 Login with facial recognition
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Table 9. Performance for each classifier 
Classifiers Accuracy (%) Precision Recall F1-Score 

K-NN 75.94 0.76 0.74 0.73 
LR 83.54 0.84 0.88 0.83 

MLP 78.48 0.78 0.81 0.76 
SVM 81.01 0.81 0.84 0.80 

Table 10. Acceptance from experts 
Stage Mean S.D. Interpretation 

AC1. Function test 
AC1.1 4.60 0.55 Strongly Acceptable 
AC1.2 4.40 0.55 Strongly Acceptable 
AC1.3 4.60 0.55 Strongly Acceptable 
AC1.4 4.60 0.55 Strongly Acceptable 
AC1.5 4.40 0.55 Strongly Acceptable 

Average: 4.52 0.51 Strongly Acceptable 
AC2. Result test 

AC 2.1 4.20 0.84 Acceptable 
AC 2.2 4.60 0.55 Strongly Acceptable 
AC 2.3 4.20 0.45 Acceptable 
AC 2.4 4.60 0.55 Strongly Acceptable 
AC 2.5 4.40 0.55 Strongly Acceptable 

Average: 4.40 0.58 Strongly Acceptable 
AC3. Usability test 

AC3.1 4.00 0.71 Acceptable 
AC3.2 4.40 0.55 Strongly Acceptable 
AC3.3 4.40 0.55 Strongly Acceptable 

Average: 4.27 0.59 Acceptable 
AC4. Security test 

AC4.1 4.40 0.55 Strongly Acceptable 
AC4.2 4.80 0.45 Strongly Acceptable 
AC4.3 4.40 0.55 Strongly Acceptable 

Average: 4.53 0.52 Strongly Acceptable 
Total Average: 4.44 0.55 Strongly Acceptable 

Table 11. Acceptance from sample groups 
Stage Mean S.D. Interpretation 

AC1. Perceived usefulness 
AC1.1 4.50 0.51 Strongly Acceptable 
AC1.2 4.40 0.50 Strongly Acceptable 
AC1.3 4.55 0.50 Strongly Acceptable 
AC1.4 4.55 0.55 Strongly Acceptable 
AC1.5 4.65 0.48 Strongly Acceptable 

Average: 4.53 0.51 Strongly Acceptable 
AC2. Perceived ease of use 

AC 2.1 4.58 0.55 Strongly Acceptable 
AC 2.2 4.45 0.55 Strongly Acceptable 
AC 2.3 4.50 0.55 Strongly Acceptable 
AC 2.4 4.50 0.51 Strongly Acceptable 
AC 2.5 4.68 0.47 Strongly Acceptable 

Average: 4.54 0.53 Strongly Acceptable 
AC3. Attitude towards use 

AC3.1 4.65 0.48 Strongly Acceptable 
AC3.2 4.53 0.51 Strongly Acceptable 
AC3.3 4.50 0.51 Strongly Acceptable 
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AC3.4 4.58 0.50 Strongly Acceptable 
AC3.5 4.65 0.48 Strongly Acceptable 

Average: 4.56 0.50 Strongly Acceptable 
Total Average: 4.54 0.51 Strongly Acceptable 

5. Discussion  
Three issues emerge from this work and require 

discussion. 

• Evaluation of the component quality of the 2FA 
system prototype, which incorporates artificial intelligence 
technology specifically developed to improve academic 
information systems (AIS). Table 7 indicates that experts 
agree that the components and technologies used in the 
development process are very suited.  

• The assessment of the efficiency of constructing a 
facial recognition model, as indicated in Table 9, resulted in 
the maximum degree of accuracy, reaching 83.54%. The error 
in evaluating efficiency can be ascribed to the limited 
availability of image datasets and the utilization of particular 
images in the experiment. The photos had diminutive 
dimensions and exhibited subpar resolution, leading to 
inaccuracies in identifying human faces and compromising the 
efficacy of image recognition. It is recommended that high-
resolution pictures be used for future investigations and to 
explore the application of deep learning or other more efficient 
approaches. 

• The data summary from the quality evaluation and 
acceptance study of the 2FA system prototype, which uses 
artificial intelligence technology created for academic 
information systems, is shown in Tables 10 and 11. Experts 
highly praised the system's overall quality, and consumers 
likewise strongly accepted the system's general use. The 
researcher has examined the factors contributing to identity 
verification challenges to integrate them into the development 
and design of information systems. The result is the creation 
of a prototype for a 2FA system that employs artificial 
intelligence technologies specifically tailored to assist 
academic information systems. By using the SDLC method, 
artificial intelligence technology can be used for two-factor 
authentication, improving the efficiency of identity 
verification and guaranteeing secure access to academic 
information systems. This academic information system 
efficiently manages, analyzes, and supervises activity data and 
offers responses to inquiries within the Department of 
Computer Technology and Digital, Faculty of Information 
Technology, Rajabhat Maha Sarakham University. 

6. Conclusion  
This article describes the research and development of the 

2FA system prototype, which uses artificial intelligence 
technology developed to support academic information 
systems. The prototype consists of three main parts. 

• Part 1. Studying the components of the 2FA system 
prototype to support academic information systems 
development, which consists of 4 modules: 1) Authentication 
Module, 2) Member Module, 3) Information Module, 4) 
Management Module, and experts agreed that the components 
and technology used in system development were overall 
strongly acceptable level. 

• Part 2. The design and development of the 2FA 
system prototype, which uses artificial intelligence technology 
to emphasize accuracy, completeness, and security in 
verifying identity before accessing academic information 
systems, was divided into two phases. The first phase was 
developing a face recognition model consisting of a CNN Face 
Detector, VGG-Face net, and classification with Logistic 
Regression (LR), which achieved the highest accuracy of 
83.54% compared to other methods. The second phase 
developed an Academic Information System (AIS) for 
username and password login combined with a facial 
recognition model to authenticate users through two-factor 
authentication. It was developed using PHP, Python, HTML5, 
CSS3, JavaScript, and a database system with MySQL. The 
developed system consisted of 2 types of users: teachers and 
students. 

• Part 3. Evaluating system quality and inquiring about 
user acceptance of the 2FA system prototype to support 
academic information systems was divided into two 
components. - 1) Evaluation of the quality of the system by 
experts found that the opinions of the experts on the overall 
quality of the system were at the strongly acceptable level, and 
2) Acceptance of the use of the 2FA system prototype to 
support academic information systems overall in a strongly 
acceptable level. 

7. Limitations and Suggestions  
7.1.  Suggestions for Applying the Research Results  

This research has produced a 2FA system prototype that 
used artificial intelligence technology and emphasized 
accuracy, completeness, and security in verifying identity 
before accessing academic information systems. However, 
suppose the results of this research are to be used practically. 
In that case, there is a need to collect more data used in facial 
recognition and training the facial image recognition module 
to recognize individuals.  

7.2. Suggestions for Future Research  
Future research should study the nature of identity 

verification by additional methods such as fingerprint 
scanning or personal voice recognition or increase recognition 
efficiency and combine each classification result obtained 
(ensemble method).  
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Abstract - The research investigates the effectiveness of various feature selection methods in enhancing disease classification 
models for elderly populations based on dietary habits, physical activity, and emotional well-being. It is conducted in Maha 
Sarakham Province, Thailand, and addresses critical healthcare challenges specific to this demographic. Traditional greedy 
algorithms (Forward Selection, Backward Elimination) are contrasted with metaheuristic approaches like evolutionary feature 
selection, evaluating their impact on accuracy and model robustness across classification algorithms (Deep Learning with H2O, 
Naïve Bayes, Gradient Boosted Trees, KNN, Decision Trees, Generalized Linear Models). Results show that evolutionary feature 
selection consistently outperforms traditional methods, achieving an average accuracy of 79.69% with Logistic Regression and 
Generalized Linear Models and demonstrating a superior balance between precision and recall. Deep Learning with H2O 
performs strongly across all methods, while Naïve Bayes benefits from Backward Elimination. The findings highlight the 
potential of evolutionary feature selection to enhance disease classification accuracy and model reliability, emphasizing the need 
for personalized healthcare strategies tailored to individual profiles in older adults.  

Keywords - Evolutionary feature selection, Meta heuristic approaches, Personalized healthcare strategies, Elderly diseases, 
Healthcare challenges, Classification algorithms. 

1. Introduction  
The world's senior population is booming, with the World 

Health Organization (WHO) predicting a doubling by 2050 
[1]. This translates to a rise in chronic illnesses among older 
adults, which affect roughly 80% of this demographic [2]. 
Chronic conditions like cardiovascular diseases, diabetes, 
chronic respiratory disorders, and dementia take a toll on both 
quality of life and healthcare systems, and It is evident that 
innovative approaches to elder care and disease management 
are needed. The key to tackling this challenge lies in 
understanding how daily habits. People already know regular 
diet, exercise, and emotional well-being impact health. 
Research shows regular exercise can significantly reduce 
chronic disease risk, improve mental health, and boost 
physical function in older adults [3]). Similarly, studies 
highlight the positive effects of balanced nutrition and 
exercise on managing conditions like hypertension [4]. 
Beyond physical health, emotional well-being plays a crucial 

role. Research suggests managing negative emotions might be 
more effective than simply boosting positive ones to reduce 
inflammation in older adults [5]. It opens doors for exploring 
how emotional regulation can contribute to overall health. 
Previous research has explored the application of machine 
learning (ML) algorithms for early diagnosis of chronic 
diseases, emphasizing their potential to improve patient 
outcomes and treatment strategies. Feature selection is critical 
in developing accurate machine-learning models [6, 7]. The 
main feature selection methods include filtering, wrapping, 
and Embedding [8]. Advanced techniques like Genetic 
Algorithms (GAs) optimize feature subsets for complex 
datasets. Feature selection enhances model performance, 
reduces computational costs, and improves interpretability. 
The choice of method depends on the dataset size, 
interpretability requirements, and computational capacity [9]. 
This study identifies crucial features for accurate, efficient 
machine learning models in elderly disease classification. It 
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aims to enable proactive health management, potentially 
enhancing the aging population's quality of life. Accurately 
predicting diseases like mild cognitive impairment (MCI) in 
older adults is crucial. This research tackles this challenge by 
focusing on feature selection, a critical step in building robust 
machine-learning models. Finding the most important data: 
Forward Selection, Backward Elimination, Stepwise 
Selection, and Features Finally Used. Evaluate models 
directly to identify the most impactful features, leading to the 
best predictions [10]. Effective feature selection, like focusing 
on diet and exercise, helps build efficient and accurate models 
for predicting diseases in older adults. Studies show the 
positive impact of healthy habits. Research by Nitschke et al. 
(2022) analysed 82 studies and found that interventions 
promoting nutrition and physical activity improved weight, 
blood pressure, and blood sugar - all factors crucial for 
reducing chronic disease risk [11].  

It highlights the importance of lifestyle interventions for 
overall health. For doctors to use these models effectively, 
clear explanations are essential. Abbas Saad Alatrany et al. 
(2024) proposed an approach for Alzheimer's disease (AD) 
classification that achieves high accuracy and provides clear 
explanations. It allows doctors to understand better the factors 
influencing the diagnosis [12]. In conclusion, effective feature 
selection and explainable machine-learning approaches are 
essential for improving disease prediction and management. 
These methods and lifestyle interventions play a critical role 
in promoting overall health and preventing chronic diseases. 
Advanced computational techniques, particularly 
evolutionary feature selection, effectively analyze large 
datasets to classify diseases among the elderly. These methods 
use diet, physical activity, and emotional state data to predict 
health outcomes accurately. Khanna et al. (2024) introduced a 
computer-aided diagnosis system for breast cancer 
classification using Teaching Learning-Based Optimization 
and Elephant Herding Optimization.  

These methods improved classification accuracy and 
reduced unnecessary features [13]. Rashid et al. (2022) 
developed an AI-based method for chronic disease prediction, 
integrating Artificial Neural Networks with Particle Swarm 
Optimization. This approach focused on diseases like breast 
cancer, diabetes, and heart attack, outperforming traditional 
methods [14]. De Lacy et al. (2022) explored integrated 
evolutionary learning for complex medical datasets, 
automating features, and hyperparameter selection. These 
techniques aim to enhance the accuracy, reliability, and 
interpretability of disease diagnosis models for the elderly, 
potentially revolutionizing healthcare strategies for this 
growing population [15]. This research explores machine 
learning for identifying disease risks in older adults from 
Maha Sarakham, Thailand. It focuses on feature selection to 
pick crucial data (diet, activity, emotions) for accurate models. 
The research compares greedy algorithms (e.g., Forward 
Selection, Backward Elimination) with genetic algorithms 

(Evolutionary Method) to find the most effective approach for 
disease classification, aiming to improve early detection and 
health outcomes.  

• Identify key factors contributing to disease prediction 
across different approaches for the elderly.  

• Conduct a comparative analysis of these algorithms in 
elderly disease classification.  

• Explore method synergies to enhance model robustness 
and accuracy. 

This research contributes to geriatric health informatics 
by developing interpretable models. By explaining their 
reasoning, these models can inform personalized healthcare 
strategies in Thailand and globally.  

2. Literature Review  
Disease classification in elderly populations is vital for 

enhancing healthcare outcomes. Traditional feature selection 
methods, such as greedy algorithms (e.g., forward selection, 
backward elimination), sequentially select features based on 
individual contributions to model performance. However, 
these methods often lack feature interactions and struggle with 
large datasets. Advanced feature selection methods, like 
evolutionary algorithms, offer a more sophisticated approach. 
Inspired by natural selection, they explore and select features 
by considering their interactions and impact on model 
performance. This approach improves model accuracy by 
reducing dimensionality and identifying complex feature 
interactions. Effective feature selection is essential for 
developing accurate and interpretable machine learning 
models. Identifying key predictors allows researchers to tailor 
healthcare strategies for the elderly. The literature reveals a 
growing trend of using machine learning and Artificial 
Intelligence for disease classification and prediction in elderly 
populations, particularly for chronic conditions like 
Parkinson's, diabetes, and heart disease. Future directions 
could include integrating domain knowledge with 
evolutionary algorithms or developing more advanced feature 
selection techniques to enhance model performance further 
and advance personalized medicine for the elderly. 

2.1. Disease Classification in Elderly Populations  
Recent studies highlight a shift towards advanced 

computational methods for disease classification in geriatric 
medicine. Khera and Kumar (2020) proposed an ensemble 
learning classifier with optimal feature selection for 
Parkinson's disease, showcasing sophisticated algorithmic 
approaches in geriatric medicine [16]. Similarly, Qin et al. 
(2022) developed machine learning models for predicting 
diabetes based on lifestyle factors, emphasizing the 
importance of data-driven methods in managing chronic 
diseases in older adults [17]. Ali et al. (2023) also investigated 
Parkinson's disease detection using filter feature selection and 
genetic algorithms combined with ensemble learning, 
highlighting advanced computational methods in neurological 
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disorder diagnosis [18]. Further, Chawla et al. (2024) and 
Bhakar et al. (2024) focused on Parkinson's disease 
classification, employing nature-inspired feature selection 
methods and hybrid models, respectively. These studies 
demonstrate ongoing refinement in classification techniques 
for age-related neurological disorders [19, 20]. Collectively, 
these studies indicate a shift towards personalized and precise 
disease classification methods for elderly patients, leveraging 
machine learning to enhance diagnostic accuracy and inform 
tailored treatment strategies.  

2.2. Existing Approaches to Feature Selection  
2.2.1. Traditional Methods (Greedy Algorithms) 

Feature selection is vital in developing predictive models 
for medical conditions like Chronic Kidney Disease (CKD) 
and Mild Cognitive Impairment (MCI). Traditional methods, 
including Filter, Wrapper, and Embedded approaches, provide 
foundational techniques in this area. These methods, such as 
forward selection, backward elimination, and stepwise 
regression, often serve as baseline comparisons in research 
studies. Recent investigations have demonstrated the 
significant impact of feature selection on model accuracy. For 
example, Zeynu and Patil (2018) showed that feature selection 
techniques substantially improved the precision of CKD 
prediction models. Their research used both Filter and 
Wrapper methods to refine the dataset and identify key 
attributes. Additionally, they implemented an ensemble model 
integrating multiple classifiers through a voting mechanism, 
enhancing prediction performance [21].  

Similarly, Lim S-J et al. (2021) explored feature selection 
in predicting MCI using medical records. Their approach 
incorporated both Filter and Wrapper methods. The Filter 
method assessed individual features based on relevance, while 
the Wrapper method employed recursive elimination to 
identify optimal feature subsets. These strategies aimed to 
boost prediction accuracy by focusing on essential attributes 
and reducing dimensionality. The study also compared 
various classifiers to evaluate the impact of feature selection 
on model performance [10]. Additionally, Purwaningsih 
(2022) utilized forward selection to predict CKD, a technique 
that iteratively adds features to a Support Vector Machine 
(SVM) model based on their impact on performance. This 
approach seeks to identify the most relevant features for CKD 
detection, thereby enhancing the SVM's effectiveness. Despite 
its benefits, forward selection has limitations, including the 
potential for reduced generalizability due to the small dataset 
size and the possibility of overlooking important feature 
interactions. Broader feature selection methods or additional 
validation techniques could address these issues, potentially 
improving model robustness and applicability across various 
datasets [22]. More recently, K Hema et al. (2024) 
investigated feature selection techniques for early CKD 
prediction, employing Filter, Wrapper, and Embedded 
methods. Their study demonstrated that advanced feature 
selection methods improved prediction accuracy. The Filter 

method evaluated individual features' relevance, while the 
Wrapper method refined feature subsets through iterative 
approaches. Embedded methods optimized feature selection 
during model training. However, limitations included a lack of 
exploration of diverse techniques and potential overfitting due 
to dataset constraints. Future research should address these 
limitations by expanding feature selection techniques and 
testing on more varied datasets to enhance model robustness 
and generalizability [23]. In conclusion, while traditional 
feature selection methods have shown promise, there is 
significant room for advancement. By addressing current 
limitations and exploring more advanced techniques, future 
studies can contribute to developing even more accurate and 
reliable predictive models in healthcare. 

2.2.2. Advanced Methods (Evolutionary Algorithms) 
Recent research demonstrates the growing prominence of 

advanced, often nature-inspired or evolutionary approaches: 
The prominence of advanced feature selection algorithms in 
medical diagnostics is evident in recent research. Abdollahi 
and Nouri-Moghaddam (2021) evaluated a hybrid Stacked-
Genetic approach for heart disease diagnosis, illustrating the 
integration of evolutionary algorithms in medical feature 
selection [24]. This trend highlights the effectiveness of 
evolutionary and nature-inspired algorithms in medical 
diagnosis and prediction tasks, often outperforming traditional 
greedy algorithms in accuracy and robustness for elderly 
disease classification. 

 Moreover, de Lacy et al. (2022) introduced an integrated 
evolutionary learning approach that simultaneously optimizes 
both feature selection and model parameters, showcasing a 
sophisticated method for medical diagnostics [15]. Ali et al. 
(2023) combined genetic algorithms with filter feature 
selection, demonstrating a hybrid approach that blends 
traditional and evolutionary methods [18]. Similarly, Chawla 
et al. (2023) employed nature-inspired feature selection 
techniques, moving towards bio-inspired optimization in 
healthcare data analysis [19]. Bhakar et al. (2024) also 
proposed a hybrid model incorporating random classification 
and feature selection, indicating a trend of combining multiple 
advanced techniques for enhanced performance [20]. 
Collectively, these studies reflect a shift towards more 
personalized and precise disease classification methods for 
elderly patients, leveraging machine learning to improve 
diagnostic accuracy and inform tailored treatment strategies.  

2.3. Studies on the Impact of Diet, Exercise, and Emotional 
Health on Disease Outcomes in the Elderly  

While most studies focus on computational methods, 
some address the impact of lifestyle factors on health 
outcomes: Studies on the Impact of Diet, Exercise, and 
Emotional Health on Disease Outcomes in the Elderly: While 
most of the provided papers focus on computational methods 
for disease classification, some address the impact of lifestyle 
factors on health outcomes in elderly populations. For 
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instance, Qin et al. (2022) developed machine learning models 
for diabetes prediction based on lifestyle types, implicitly 
considering factors such as diet and exercise in their analysis 
[17]. Additionally, Rashid et al. (2022) proposed an 
augmented artificial intelligence approach for chronic disease 
prediction, likely incorporating lifestyle factors as part of its 
predictive model [14]. 

 Furthermore, while focusing on breast cancer, Khanna et 
al. (2024) developed an enhanced approach for chronic human 
disease prediction that could potentially be applied to lifestyle-
related conditions in the elderly [13]. While traditional feature 
selection methods have proven valuable, several areas warrant 
further exploration. First, studies on more diverse elderly 
populations are needed to ensure the generalizability of 
findings. Second, incorporating environmental and lifestyle 
factors, such as diet, exercise, and sleep quality, could offer a 
more holistic understanding of disease risk in this population. 
Feature selection techniques have already shown promise in 
identifying the most impactful factors within these domains 
(e.g., Khanna et al., 2024). Finally, exploring more advanced 
feature selection techniques beyond traditional methods holds 
the potential to further improve model accuracy and 
robustness. 

3. Methodology  
3.1. Feature Selection Algorithm  

In the realm of machine learning, feature selection stands 
as a cornerstone in model development, significantly 
enhancing efficiency and mitigating complexity. The research 
methodology often incorporates three principal approaches: 
Evolutionary Algorithm (EA), Forward Selection (FS), and 
Backward Elimination (BE). Evolutionary feature selection 
improves classification by identifying multiple optimal 
feature subsets through complex interactions using heuristic 
search methods. Techniques include multimodal optimization, 
differential evolution, duplication analysis, niching-based, 
binary differential evolution, and feature clustering-assisted 
selection. These methods select smaller feature subsets while 
maintaining accuracy, generating diverse non-dominated 
solutions, and reducing redundancy. Solutions with high 
diversity scores enhance population diversity. This approach 
excels in navigating intricate search spaces, making it 
effective for handling complex datasets [25, 26]. Forward 
feature selection begins with an empty feature set and adds 
features incrementally based on their contribution to model 
performance. Initially, it selects the feature that improves 
performance the most. The algorithm then evaluates 
combinations of the selected and remaining features, adding 
the feature with the highest performance boost. This process 
continues until a stopping criterion is met. It aims to maximize 
classification accuracy or minimize error rates while being 
computationally efficient and suitable for large datasets. 
However, its greedy approach may not always yield the 
optimal subset, and its success depends on the chosen 
selection criteria [27]. In contrast, Backward Elimination is a 

feature selection method that improves predictive models by 
removing the least significant features based on their statistical 
impact. By retaining only the most relevant variables, this 
technique enhances model accuracy and generalization. It 
simplifies the model, making it easier to interpret and less 
resource-intensive. Additionally, it speeds up the training 
process by reducing the number of features, leading to greater 
efficiency [28]. While these methodologies offer versatility 
across various data types, their efficacy is inherently tied to 
the specific research context. Astute researchers must 
carefully weigh factors such as dataset dimensions, problem 
intricacy, and available computational resources when 
selecting the most appropriate feature selection technique for 
their unique challenges. 

3.2. Classification Algorithm  
In academic research, various classification algorithms 

are employed to analyze and interpret complex datasets. These 
algorithms range from simple, intuitive methods to 
sophisticated machine-learning techniques, each with its own 
strengths and limitations. Deep Learning algorithms, 
particularly those implemented using platforms like H2O, 
represent the cutting edge of machine learning. These 
algorithms utilize multi-layered neural networks to extract 
features and learn from data, making them exceptionally adept 
at handling complex, high-dimensional datasets. They excel in 
tasks such as image classification and natural language 
processing. However, their power comes at a cost: they 
typically require large datasets, involve time-consuming 
training processes, and can produce results that are 
challenging to interpret [29].  

On the other end of the spectrum, algorithms like Naïve 
Bayes operate on simpler principles. Naïve Bayes employs 
Bayes' probability theorem, assuming independence between 
features. This approach is user-friendly, computationally 
efficient, and effective for small to medium-sized datasets, 
making it particularly useful for tasks like text classification 
and spam detection. However, its underlying assumption of 
feature independence may not always hold in real-world 
scenarios [30]. Gradient Boosted Trees offer a middle ground, 
combining multiple decision trees to create powerful 
predictive models. This method effectively manages complex 
and imbalanced datasets, making it suitable for data with non-
linear relationships and numerous features.  

However, careful parameter tuning is required to avoid 
overfitting, which can involve lengthy training periods [31]. 
The K-Nearest Neighbors (KNN) algorithm provides an 
intuitive approach to classification, basing its decisions on the 
K nearest data points in the training set. While it's easy to 
implement and makes no assumptions about data distribution, 
its performance can degrade with high-dimensional data, and 
prediction times increase for large datasets [32]. Decision 
Trees offer a highly interpretable model, constructing a tree-
like structure where each node represents a feature-based 
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decision. This approach is particularly valuable when model 
explainability is crucial. However, Decision Trees are prone 
to overfitting, especially when allowed to grow too deep [33].   

For data that follows specific probability distributions, 
Generalized Linear Models (GLMs) extend the concepts of 
linear regression beyond normal distributions. GLMs are 
flexible and capable of elucidating variable relationships, but 
they may struggle with highly complex, non-linear 
relationships and require statistical expertise for proper 
interpretation [34]. Logistic regression is a tool for binary 
classification, like predicting heart disease. It evaluates how 
risk factors (such as high cholesterol and smoking) relate to 
the likelihood of developing cardiovascular disease.  

The model computes probabilities based on input features 
and classifies individuals accordingly. Stored with the Pickle 
library for convenient deployment and reuse, it uses a logistic 
function to convert features into probabilities for binary 
predictions [35]. When selecting an appropriate algorithm for 
classification tasks, it is crucial to consider various factors, 
including the characteristics and size of the dataset, the 
complexity of the problem at hand, requirements for result 
interpretation, and available computational resources.  

Experimenting with multiple algorithms and comparing 
their performance using metrics such as Accuracy, F1-score, 
or Area Under the ROC Curve (AUC-ROC) is often 
beneficial. This empirical approach allows the identification 
of the most suitable model for specific research endeavors, 
balancing predictive power with interpretability and 
computational efficiency. 

3.3. Preprocessing  
3.3.1. Data Collection   

This research collected data from 215 elderly individuals 
aged 60 and above residing in the Kang Leung Chan Sub-
district, Mueang District of Maha Sarakham Province. These 
participants were selected from a total population of 1,505 
elderly individuals in Maha Sarakham Province, Thailand, 
between 2021 and 2022. The data collection tool was a 
researcher-adapted questionnaire consisting of two sections: 

Section 1: General Information Questionnaire  
This section includes questions on gender, age, weight, 

height, marital status, educational level, occupation, income, 
source of income, marital status, living conditions, household 
status, caregiver, history of alcohol consumption, smoking 
history, and chronic diseases. Respondents are asked to fill in 
or select the information that corresponds to their own. 

Section 2: Questionnaire on Eating Habits, Exercise, and 
Mood  

This section features 19 questions where respondents 
select answers by marking the appropriate box. It uses a rating 
scale to classify behaviors into three levels: regular (5 - 7 
days/week), occasional (1 - 4 days/week), and never. The 
assessed behaviors include smoking, sleeping, and drinking 
water, as outlined in Table 1. The researchers conducted the 
data collection process by explaining the purpose of the data 
collection and describing the nature of the questionnaire, 
including how to respond. The researchers personally 
gathered the data through interviews, allowing participants to 
complete the questionnaire themselves. The researchers then 
verified the accuracy and completeness of the questionnaires, 
recorded the data, and documented the process with 
photographs as evidence.  

Table 1. Questionnaire on Eating Habits, Exercise, and Mood  

Question Feature name Choice 

Do you smoke? Smoking 
Yes 
No 

How many hours did you sleep per night on average in the past week? Sleep_per_night 
Less than 5 hours/night 

5 – 6 hours/night 
7 – 8 hours/night 

How often do you drink at least 8 glasses of water per day in a week? Drink_water_per_day 
1 – 3 days/a week 
4 – 6 days/a week 

7 days /a week 
Eating habits, exercise, and mood behaviors 

Do you consume a balanced diet consisting of all five food groups (meat-
dairy-eggs, grains, vegetables, fruits, and oils)? 

Feature_Q1 

Regular (5-7 days/week) 
Occasional (1-4 

days/week) 
Never 

Do you have breakfast as your main meal? Feature_Q2 
Do you eat at least six servings of vegetables per day? Feature_Q3 

Do you eat 4-5 servings of fruit per day (one serving equals 6-8 bites)? Feature_Q4 
Do you eat fish at least once a day? Feature_Q5 

Do you eat lean meat 2-3 times per week? Feature_Q6 
Do you drink plain milk, low-fat milk, skim milk, or unsweetened soy milk 

with black sesame once or twice a day? 
Feature_Q7 

Do you eat dinner at least 4 hours before bedtime? Feature_Q8 
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Do you consume foods that are boiled, steamed, blanched, baked, or grilled? Feature_Q9 
Do you avoid high-fat foods? Feature_Q10 

Do you avoid drinks, desserts, and snacks high in flour and sugar or very 
sweet? 

Feature_Q11 

Do you eat bland food? Feature_Q12 
Do you choose to drink water instead of soda or sweetened beverages? Feature_Q13 

Do you avoid alcoholic beverages? Feature_Q14 
Do you maintain a good mood and avoid stress? Feature_Q15 

Do you sleep at least 7-8 hours per night? Feature_Q16 
Do you exercise 5 days a week or 5 times a week? Feature_Q17 

Do you exercise for at least 30 minutes a day? Feature_Q18 
During exercise, do you breathe faster than usual and break a sweat? Feature_Q19 

Table 2. Data Preparation 

Category Male Female 
Total Number 82 129 

Average Age (years) 69.39 68.62 
Average weight (kg) 56.16 57.21 
Average height (cm) 160.95 158.36 
Has Chronic Illness 43 83 

Has More Than 1 Chronic Illness 39 32 
No Chronic Illness 18 46 
Exercises Regularly 62 112 

Smokes 12 9 
Sleeps More Than 5 Hours/Day 74 121 

Drinks At Least 8 Glasses of Water/Day/Week 81 128 
 

 

3.3.2. Data Preparation  
After collecting data from the questionnaire, researchers 

proceeded with preparing the data for use in model building, 
which involved the following steps: 
• Data Cleaning:  

Addressing errors and inconsistencies like missing 
values, duplicates, and outliers. 

• Data Transformation:  
Converting data into a suitable format for analysis, 
including normalization, scaling, encoding categorical 
variables, and aggregating data. 

• Data Integration:  
Consolidating data from different sources into a cohesive 
dataset, maintaining consistency and integrity. 

• Data Reduction:  
Simplifying the dataset by selecting relevant features, 
aggregating data, and removing redundant or irrelevant 
information. 

• Data Validation:  
Ensuring data accuracy and quality through consistency 
checks and verification against established benchmarks. 

• Data Formatting:  
Structuring data for analysis or modelling, organizing it 
into tables with appropriate headers and ensuring 
consistent data types. 

• Data Splitting:  
Dividing data into training and testing sets, 70:30 was 
used to evaluate model and algorithm performance. 

These steps ensure the data is accurate, consistent, and 
ready for analysis, leading to more reliable and meaningful 
results. The 22-question questionnaire on eating habits, 
exercise, and mood was used for data modelling, with chronic 
diseases (Yes/No) as the class label derived from the general 
information questionnaire. Following data preparation, the 
dataset comprised 211 elderly individuals, as detailed in Table 
2.  

3.4. Modelling  
After Data Preparation, the modelling process involve 

comparing feature selection methods: Evolutionary Algorithm 
(EA), Forward Selection (FS), and Backward Elimination 
(BE). These assess which variables best enhance model 
performance. Additionally, various classification algorithms 
are compared: Deep Learning (H2O), Naïve Bayes, Gradient 
Boosted Trees, K-Nearest Neighbours (KNN), Decision 
Trees, Generalized Linear Models, and Logistic Regression. 
Evaluation criteria include accuracy, precision, recall, F1-
score, and computational efficiency to identify the optimal 
approach for the dataset's needs.  

3.4.1. First Objective  
Conduct a comparative analysis of greedy algorithms 

(e.g., Forward Selection, Backward Elimination) versus 
metaheuristic algorithms (e.g., evolutionary methods) to 
enhance disease classification accuracy for the elderly. 
Identify key factors by analysing the overlap and uniqueness 
of selected variables and assessing the impact of dietary 
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habits, physical activity, and emotional well-being on disease 
prediction. 

3.4.2. Second Objective  
Conducting a comparative analysis of classification 

models is essential to evaluate the performance of greedy 
feature selection algorithms versus evolutionary algorithms. 
This study employs various models, including Deep Learning 
(H2O), Naïve Bayes, Gradient Boosted Trees, K-Nearest 
Neighbours (KNN), Decision Trees, Generalized Linear 
Models, and Logistic Regression, to improve disease 
classification accuracy for elderly populations. Greedy feature 
selection algorithms, such as Forward Selection and 
Backward Elimination, incrementally add or remove features 
based on immediate performance impact. These methods are 
efficient but may overlook complex feature interactions. In 

contrast, evolutionary algorithms use metaheuristic 
techniques inspired by natural evolution, such as mutation, 
crossover, and selection, to explore a broader search space. 
These methods handle complex, high-dimensional datasets 
effectively, uncovering intricate feature interactions. The 
analysis aims to identify the most effective feature selection 
method for improving disease prediction accuracy in elderly 
populations. It considers dietary habits, physical activity 
levels, and emotional well-being, comprehensively evaluating 
factors contributing to disease outcomes. This study offers 
insights into the strengths and limitations of greedy and 
evolutionary feature selection methods, guiding the choice of 
techniques to enhance disease classification accuracy and 
leading to better health outcomes and targeted interventions. 
The modeling process in this research is outlined in Algorithm 
1.  

Algorithm1: Framework process 
Input: Training set, Testing set 
1. Read the Training Set 
2. Define the range of training data (i to j) and attributes (m to n) 
3. Define classifiers c (c1, c2, ..., ck) 
4. Define attribute weights w (w1, w2, ..., wz) 
5. Compute attribute weights w1 to wz using Forward Selection, Backward Elimination, and Evolutionary Methods 
6. Rank attributes by weight for each feature selection method 
7. Define rankings r (r1, r2, ..., rz) from highest to lowest weight for each method 
8. Select attributes from ranked list r (1 to z) for the best classification using c1 to ck 
9. Build classification models using the selected attributes from each feature selection method 
10. Read the Testing Set 
11. Evaluate the models 
 
Output: 
1. Attribute weight values 
2. Accuracy, Precision, Recall, and F1 Score values 

 

3.5. Evaluation  
The evaluation employs statistical methods to assess the 

significance of differences in classification performance 
between greedy and evolutionary algorithms. Model quality 
was assessed using a 70:30 split of training and testing sets. 
Efficiency was measured using the following metrics: 
accuracy, precision, recall, and F1 score, as defined by the 
equations below [23]: 

Accuracy= TP+TN
TP+TN+FP+FN

  (1) 

Precision= TP
TP+FP

 (2) 

Recall= TP
TP+FN

 (3) 

F1= 2 * (Precision * Recall)
(Precision + Recall)

  (4) 

In these equations, TP, FP, TN, and FN refer to true 
positive, false positive, true negative, and false negative 
counts, respectively. 

 

4. Results and Discussion 
4.1. Research Results  

This study explores feature selection methods for 
classifying diseases in elderly populations, emphasizing 
dietary habits, exercise, and emotional well-being as 
predictors. It compares Evolutionary Algorithms (EA), 
Forward Selection (FS), and Backward Elimination (BE) to 
enhance predictive accuracy and guide targeted healthcare 
interventions for the second objective, as detailed in Table 3. 
For the first objective, the research focuses on features with a 
weight value greater than 0.05, as listed below. The 
Evolutionary Algorithm identified nine key features: 
Smoking, Feature_Q1, Feature_Q2, Feature_Q3, 
Feature_Q10, Feature_Q11, Feature_Q13, Feature_Q15, 
Feature_Q17, and Feature_Q18. This focus underscores the 
significance of dietary habits and lifestyle in maintaining 
overall well-being. For dietary habits, the algorithm 
highlighted essential features such as consuming a balanced 
diet (Feature_Q1), eating breakfast regularly (Feature_Q2), 
consuming at least six servings of vegetables daily 
(Feature_Q3), avoiding high-fat foods (Feature_Q10), and 
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eating bland food (Feature_Q11). These aspects are crucial for 
health promotion and disease prevention. In terms of lifestyle, 
the selected features include smoking, choosing water over 
sugary drinks (Feature_Q13), getting adequate sleep 
(Feature_Q15), and engaging in regular exercise 
(Feature_Q17 and Feature_Q18). These behaviors are vital 
components of a healthy lifestyle and significantly impact 
overall health.  

The Forward Algorithm selected thirteen key features: 
Smoking, Sleep_per_night, Drink_water_per_day, 
Feature_Q1, Feature_Q2, Feature_Q3, Feature_Q4, 
Feature_Q10, Feature_Q12, Feature_Q11, Feature_Q13, 
Feature_Q19, and Feature_Q9. This algorithm identifies 
essential features for evaluating health-related behaviors, 
focusing on smoking, sleep, hydration, diet, and exercise. It 
assesses smoking habits, average sleep duration 
(Sleep_per_night), and daily water intake 
(Drink_water_per_day), which are crucial for hydration. 
Dietary aspects include whether the individual consumes a 
balanced diet (Feature_Q1), eats breakfast regularly 
(Feature_Q2), and their daily intake of vegetables 
(Feature_Q3) and fruits (Feature_Q4). The algorithm also 
evaluates avoidance of high-fat foods (Feature_Q10), 
preference for bland food (Feature_Q12), avoidance of sugary 
foods (Feature_Q11), and choosing water over sugary drinks 
(Feature_Q13). Additionally, it measures exercise intensity 
(Feature_Q19) and preference for boiled, steamed, or grilled 
foods (Feature_Q9).  

These features provide a comprehensive view of lifestyle 
factors impacting overall health and well-being, incorporating 
specific measures such as average sleep hours, daily water 
consumption, and dietary and exercise-related factors. The 
Backward Elimination algorithm selected thirteen features: 
Smoking, Sleep_per_night, Feature_Q2, Feature_Q3, 
Feature_Q4, Feature_Q7, Feature_Q9, Feature_Q10, 
Feature_Q11, Feature_Q12, Feature_Q13, Feature_Q14, and 
Feature_Q16. It has identified key features for assessing 
health-related behaviors. These include smoking (whether the 
individual smokes) and sleep_per_night (average hours of 
sleep). Dietary habits are evaluated through breakfast 
frequency (Feature_Q2), daily vegetable intake (Feature_Q3), 
and daily fruit intake (Feature_Q4). Additional factors include 
milk or soymilk consumption (Feature_Q7), preference for 
boiled, steamed, or grilled foods (Feature_Q9), and avoidance 
of high-fat foods (Feature_Q10), sugary foods (Feature_Q11), 

and alcohol (Feature_Q14) indicates a preference for bland 
food (Feature_Q12), measures choosing water over sugary 
drinks (Feature_Q13) and checks if the individual gets at least 
7-8 hours of sleep (Feature_Q16).  

The Backward Elimination algorithm introduced unique 
elements like milk or soymilk consumption and alcohol 
avoidance, which were not featured in the other algorithms, 
offering additional insights into health-related behaviors. 
Based on a comprehensive analysis of various algorithms and 
feature selection methods, evolutionary feature selection 
consistently achieved the highest accuracy, notably with 
Logistic Regression and Generalized Linear Models 
averaging 79.69%. Precision and recall metrics varied across 
methods, with evolutionary approaches demonstrating 
superior balance compared to Forward and Backward 
elimination techniques.  

F1 scores, reflecting the harmonic mean of precision and 
recall, also favored evolutionary methods across diverse 
algorithms. Deep learning using H2O showed consistently 
strong performance across all feature selection methods, 
maintaining high accuracy, precision, recall, and F1 scores 
with minimal variation. Naïve Bayes performed well in 
precision and recall, especially enhanced by Backward 
Elimination. Gradient Boosted Trees, KNN, Decision Trees, 
and Generalized Linear Models exhibited mixed performance 
across different feature selection techniques, with 
evolutionary methods generally providing more stable 
outcomes.  

Overall, Evolutionary Feature Selection emerged as the 
preferred method due to its superior performance in accuracy, 
precision, recall, and F1 scores across various classification 
algorithms. This underscores its potential for optimizing 
disease classification models in elderly populations based on 
dietary habits, physical activity, and emotional well-being. 
Leveraging evolutionary methods, particularly with Logistic 
Regression and Deep Learning using H2O, is recommended 
for enhancing model robustness and predictive accuracy in 
healthcare applications.  

Third Objective: Explore synergies between methods to 
enhance model robustness and accuracy. To improve model 
performance, especially for elderly populations, integrating 
Evolutionary Feature Selection with algorithms like Logistic 
Regression and Deep Learning is proposed.

Table 3. Research Results  

 Accuracy Precision Recall F1-Score 
 Yes No Yes No Yes No 

Forward Selection 
Deep Learning algorithm using H2O 75.00 72.00 85.71 94.74 46.15 81.82 60.00 

Naïve Bayes 71.88 69.23 83.33 94.74 38.46 80.00 52.63 
Gradient Boosted Trees 70.31 75.68 62.96 73.68 65.38 74.67 64.15 
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KNN 70.31 70.17 65.22 78.95 57.69 75.95 61.22 
Decision Tree 70.31 68.63 76.92 92.11 38.46 78.65 51.28 

Generalized Linear Model 71.88 69.23 83.33 94.74 38.46 80.00 52.63 
Logistic Regression 73.44 78.38 66.67 76.23 69.23 77.34 67.92 

Backward Elimination 
Deep Learning algorithm using H2O 76.56 81.08 70.37 78.95 73.08 80.00 71.70 

Naïve Bayes 75.00 84.38 65.62 71.05 80.77 77.14 72.41 
Gradient Boosted Trees 71.88 73.81 68.18 81.58 57.69 77.75 62.49 

KNN 71.88 70.83 75.00 89.47 46.15 79.07 57.14 
Decision Tree 71.88 72.73 70.00 84.21 53.85 78.05 60.87 

Generalized Linear Model 75.00 80.56 67.86 76.32 73.08 78.37 70.37 
Logistic Regression 76.56 84.85 67.74 73.68 80.77 78.87 73.68 

Evolutionary 
Deep Learning algorithm using H2O 78.12 81.58 73.08 81.58 73.08 81.59 73.08 

Naïve Bayes 76.56 82.86 68.97 76.32 76.92 79.45 72.72 
Gradient Boosted Trees 73.44 72.34 76.47 89.47 50.00 80.00 60.47 

KNN 73.44 76.92 68.00 78.95 65.38 77.92 66.67 
Decision Tree 78.12 83.33 71.43 78.95 76.92 81.08 74.07 

Generalized Linear Model 79.69 80.49 78.26 86.84 69.23 83.54 73.47 
Logistic Regression 79.69 83.78 74.07 81.58 76.92 82.67 75.47 

 

This combined approach leverages the strengths of each 
method to optimize disease classification models by 
prioritizing factors such as diet, physical activity, and 
emotional well-being.  

4.2. Discussion   
Investigating feature selection methods for disease 

classification among elderly populations based on dietary 
habits, exercise routines, and emotional well-being provides 
crucial insights for advancing healthcare practices. 
Quantitative analysis highlights evolutionary approaches as 
particularly effective, with Logistic Regression and 
Generalized Linear Models achieving notable average 
accuracies of 79.69%. Evolutionary methods excel in 
balancing precision and recall metrics compared to traditional 
Forward and Backward elimination methods, underscoring 
their superiority. These methods consistently identify 
predictive factors like dietary habits, exercise routines, and 
emotional well-being indicators, offering nuanced insights 
into health outcomes among older adults.  

They outperform traditional approaches across various 
classification algorithms by managing complex feature 
interactions, thereby enhancing model robustness and 
predictive accuracy. Conversely, traditional methods often 
struggle to maintain this balance, potentially overlooking 
critical relationships between dietary, exercise, and emotional 
variables. Understanding these synergistic relationships is 
pivotal for effective disease classification in elderly 
populations. Evolutionary feature selection effectively 
captures these dynamics, revealing how specific dietary 
patterns and exercise frequencies influence both emotional 
well-being and physical health outcomes. This comprehensive 
understanding informs tailored healthcare interventions 
integrating dietary modifications, personalized exercise 

regimens, and emotional support strategies to improve disease 
prevention and management among older adults. 

5. Conclusion  
In conclusion, this study rigorously evaluates various 

feature selection methods to enhance disease classification 
models for elderly populations, specifically focusing on 
dietary, exercise, and emotional factors. Evolutionary 
Algorithms (EA) are highlighted for consistently achieving 
superior predictive accuracy, precision, recall, and balanced 
F1 scores across diverse algorithms, effectively identifying 
critical predictive features and revealing nuanced 
relationships between lifestyle factors and health outcomes 
among older adults.  

In contrast, traditional methods like Forward Selection 
(FS) and Backward Elimination (BE) show variable 
performance, often grappling with precision-recall trade-offs 
and occasionally missing subtle yet significant feature 
interactions. While each method offers valuable insights into 
feature relevance, Evolutionary Algorithms emerge as the 
optimal choice for enhancing model robustness and accuracy 
in complex healthcare scenarios. Moving forward, further 
research should extend algorithm comparisons to include 
longitudinal studies and considerations of ethical implications. 
Addressing study limitations such as sample size constraints 
and data quality issues will be pivotal in enhancing the 
generalizability and applicability of predictive models across 
diverse healthcare settings. In summary, the integration of 
evolutionary feature selection methods marks a crucial 
advancement in geriatric healthcare, fostering more precise 
disease classification models that cater to the evolving needs 
of aging populations worldwide. These advancements hold 
promise for shaping future healthcare strategies, ultimately 
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enhancing the quality of life and health outcomes for elderly 
individuals globally.   

Limitation  
Collecting data from elderly individuals can be 

challenging due to age-related factors such as vision problems, 
speech difficulties, or cognitive impairments like dementia. 
These challenges necessitate using clear language, extra 
support during interviews or surveys, and adaptive methods to 
ensure elderly participants can comfortably engage and 
provide accurate information. Respecting their abilities and 
ensuring their comfort during the data collection process is 
crucial. 
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Abstract — A significant obstacle to women's lives is 

menstruation, which, in some cases, leads to depression, anxiety, 
and stress. This research, therefore, aims to solve this problem 
with three objectives: to study the context of female adolescents 
who experience premenstrual syndrome (PMS) problems and 
depression crises, to develop a classification model for 
personalized premenstrual symptoms and depressive crisis risk 
tracking using data analytics and machine learning techniques, 
and to evaluate the performance of all developed models to 
select suitable models for future application. The research data 
included 282 volunteers who gave consent from the University 
of Phayao, with random sampling. The machine learning used 
in this research consists of six techniques: decision trees, k-
nearest neighbors, logistic regression, naïve bayes, random 
forests, and support vector machines. The model performance 
is tested using 10-fold cross-validation and evaluated using five 
metrics: accuracy, precision, recall, f1-score, and time. The 
results of the construction and evaluation of all models are at a 
high level, which is encouraging. The researchers expect that 
this research can be further developed for future mobile 
applications.  

Keywords — AI for Healthcare, Depressive Crisis Risk 
Tracking, Medical Data Analytics, Medical Informatics, 
Personalized Premenstrual Symptom  

I. INTRODUCTION  
Premenstrual Syndrome (PMS) is a significant health issue 

affecting women of reproductive age worldwide. Studies 
show that about 47.80% of women experience PMS, with 3-
8% having severe symptoms [1]. Women with PMS often 
experience both physical and mental symptoms, such as 
stomach pain, breast tenderness, irritability, and depression. 
These symptoms are closely linked to hormone changes, 
significant changes in estrogen and allopregnanolone, and 
imbalances in brain chemicals like GABA.  

Current treatments for PMS and its more severe form, 
Premenstrual Dysphoric Disorder (PMDD), usually involve 
medications like antidepressants (SSRIs) and hormone 
therapy [1]. However, these methods often don't fully help 
with all symptoms because PMS involves complex 
interactions between hormones, the nervous system, and 
behavior. It shows women need more personalized treatment 
approaches based on individual patient data. The severity of 
PMS symptoms poses a significant challenge for women, 
particularly students, in obtaining help. These symptoms can 
interfere with their academic performance and daily routines, 
influencing their physical and mental health [2], [3]. 

Furthermore, younger individuals were found to experience 
greater severity of PMS symptoms. 

Recent advances in Artificial Intelligence (AI) and 
Machine Learning are creating new opportunities in 
healthcare, especially for conditions [4] that need personalized 
risk assessment and treatment. Using AI-based classification 
models, researchers can combine different types of data—
including hormone levels, lifestyle factors, and symptom 
history—to predict and track each person's risk levels. This 
approach not only helps make diagnosis more accurate but 
also allows for better management of PMS and related 
depression. 

This research proposes to apply Machine Learning using a 
classification model to track and predict PMS symptoms and 
depression risks. Using effective data analysis and machine 
learning techniques, this model will help overcome the 
limitations of traditional treatment methods. It will offer a 
personalized solution that fits each person's specific needs, 
ultimately aiming to improve the quality of life for women 
worldwide through precise and timely PMS management. The 
main ideas that do this research significantly are: PMS and 
PMDD is a widespread problem affecting many women.  

Current treatments don't always work well enough. 
Artificial Intelligence technology can help create better, more 
personalized solutions. This research could help improve how 
we treat PMS and depression. The research goal is to help 
women have a better quality of life through better PMS 
management.  

Research objective: The objectives of this research are 
threefold. The first objective is to study the context of female 
adolescents who experience premenstrual syndrome (PMS) 
problems and depression crises. The second objective is to 
develop a classification model for personalized premenstrual 
symptoms and depressive crisis risk tracking using data 
analytics and machine learning techniques. The third objective 
is to evaluate the performance of all developed models to 
select suitable models for future application. 

II. LITERATURE REVIEWS 
Effectively addressing premenstrual syndrome (PMS) and 

depressive crises necessitates the use of advanced machine 
learning (ML) and data analytics. Research highlights the 
influence of PMS on professional performance and 
underscores ML's capability for precise symptom prediction. 
While challenges such as data imbalance remain, ML 
algorithms significantly improve accuracy and scalability. 
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This study seeks to create a tailored classification model for 
monitoring PMS and depressive risks, enhancing health 
outcomes for women.  

This research examined the impact of premenstrual 
syndrome (PMS) symptoms on clinical performance among 
female nurses in Iranian public hospitals. Given the high 
occupational stress experienced by nurses, the study 
highlighted the importance of understanding how PMS affects 
their ability to deliver quality patient care. Three hundred 
eighteen female nurses from three hospitals participated, with 
data collected using validated tools such as the PSST, PHQ-9, 
SPST-20, and WHOQOL-BREF-THAI. Statistical analyses 
identified a significant negative correlation between PMS 
symptoms and clinical performance, with PMS explaining 
26.5% of the variance in performance scores. Although 
limited to one region, the findings stress the need to address 
PMS symptoms to improve nursing performance and 
healthcare quality [5]. In addition, the study recruited 
participants from 46 public hospitals across Shandong 
Province, including 22,924 dedicated nurses who completed a 
detailed questionnaire. It aimed to develop a predictive model 
to assess the risk of premenstrual syndrome (PMS) in nurses, 
a group with unique occupational stressors. Key risk factors 
for PMS were identified, including tea or coffee consumption, 
sleep quality, menstrual cycle regularity, dysmenorrhea 
severity, workplace bullying, and levels of anxiety and stress. 
A predictive model was created using stepwise multivariate 
logistic regression and the LASSO method, achieving strong 
performance (AUC of 0.765 for the training set and 0.769 for 
the test set). The model proved effective for early detection 
and intervention, improving nurses' well-being [6]. 

Furthermore, many women faced mental and emotional 
challenges before menstruation, especially with severe 
symptoms. This study developed a machine learning model to 
predict the severity of Premenstrual Syndrome (PMS) based 
on various factors. In addition, data from the Kelly Wallace 
questionnaire were collected from 317 women aged 13-19, 
covering PMS symptoms such as anxiety, appetite changes, 
depression, and fluid retention. To optimize the model, the 
Gradient Boost Regressor (GBR) model, combined with Grid 
Search Optimization (GSO), was used to determine the 
optimal parameters. The results showed that the GBR-GSO 
model demonstrated high accuracy, with 99.99% for PMS-A, 
99.93% for PMS-C, 99.87% for PMS-D, 99.92% for PMS-H, 
and 99.97% for other symptoms. It indicated that the model 
showed promise in diagnosing and managing PMS, especially 
in adolescents, by improving early detection and treatment. 
Overall, the study's main strength was the application of 
machine learning for accurate predictions. At the same time, 
limitations included sample diversity and data imbalance 
across PMS categories [7]. 

Integrating DASS-21 with Machine Learning (ML) and 
Deep Learning (DL) methods has proven transformative in the 
context of advancements in mental health assessment. 
Utilizing 39,775 responses collected between 2017 and 2019, 
clustering techniques like K-Modes and Hierarchical 
Clustering identified psychological subgroups. Predictive 
models such as SVM, Naive Bayes, Decision Trees, and 
ensemble methods (e.g., Random Forest, Adaboost) achieved 
remarkable accuracy, with SVM and Adaboost reaching up to 
96%. Deep Learning models like MLP and ANN offered 
further processing speed and efficiency advantages for large-
scale assessments. While limited by sample diversity, the 

findings highlight that combining DASS-21 with ML and DL 
enhances accuracy and scalability, supporting personalized 
mental health interventions [8].  

This study created a tool to assess the risk of self-reported 
anxiety, depression, and stress using Machine Learning (ML) 
and Explainable AI (XAI). The dataset from COVICAT 
included 9,291 participants from Northern Spain, focusing on 
mental health after COVID-19. Data was gathered through an 
online survey, and various ML models (Random Forest, SVM, 
and GBR) were used for prediction. Additionally, SHAP 
(SHapley Additive exPlanations) and UMAP (Uniform 
Manifold Approximation and Projection) techniques helped 
interpret the results. As a result, the model produced AUROC 
values of 0.77 for depression, 0.72 for anxiety, and 0.73 for 
stress. Furthermore, the main risk factors identified included 
poor overall health and low social support, crucial for 
identifying high-risk groups. While the study's strengths lie in 
its prediction accuracy and potential for targeted 
interventions, the lack of diversity in the sample limits its 
broader applicability [9]. 

Finally, this investigation focused on identifying effective 
methods for mental health detection using machine learning 
models (K-NN, MLP, SVM) in recovered COVID-19 
patients. Drawing from data on depression, anxiety, and stress 
collected from 549 participants, the study employed feature 
selection techniques (Recursive Feature Elimination and Extra 
Trees) and hyper-parameter tuning to enhance model 
accuracy. The results demonstrated that SVM provided the 
highest accuracy (≥  0.984) for predicting mental health 
conditions, while Extra Trees outperformed RFE in selecting 
features for anxiety and stress datasets. These findings 
contribute to advancements in predictive modeling for early 
and precise mental health detection [10].  

III. MATERIALS AND METHODS  

A. Research Scope  
The scope of this research is designed to create a risk 

prediction model for menstruating women who are more 
likely to be affected by depression, stress, and anxiety. The 
population in this research was defined as undergraduate 
students of the University of Phayao, located in Mueang 
District, Phayao Province, Northern Thailand. The sample 
group that provided information totaled 282 undergraduate 
female students who consented to the data for the research, as 
detailed in Table I. In addition, the conceptual framework is 
shown in Figure 1.  

 
Fig. 1. Conceptual Frameworks  

Figure 1 demonstrates the research framework in which 
researchers discovered a significant problem for adolescent 
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women: menstruation often has severe effects. It can result in 
varying degrees of depression, anxiety, and stress. This 
research, therefore, aims to apply data analytics and machine 
learning to develop a classification model for personalized 
premenstrual symptoms and depressive crisis risk tracking. 
The ultimate goal of the research is to construct a mobile 
application that can support and care for adolescent females 
so they can be delighted and live safe lives.  

B. Data Collection  
The data collected for this research has been obtained with 

the consent of the informants. It is kept confidential and 
cannot be traced back to them.  

Data was collected through random sampling from 282 
students across the first and second semesters of the 2024 
academic year, using the PMDD and DASS-21 forms. 
Slovin's formula (T. Ryan, Sample Size Determination and 
Power, John Wiley & Sons, 2013.), based on a population of 
3,026 (https://up.ac.th) and a margin of error of e=0.05, 
suggested a sample size of 353.33, but the actual sample size 
was limited to 282 due to resource constraints. This may 
impact the reliability of the findings on menstruation among 
female students. The data were obtained from an initial sample 
of 360 students, but some were excluded due to incomplete 
information. The final data were obtained from students 
across eighteen educational institutions at the University of 
Phayao, including the School of Agriculture and Natural 
Resources, the School of Allied Health Sciences, the School 
of Architecture and Fine Arts, the School of Business and 
Communication Arts, the School of Dentistry, the School of 
Education, the School of Energy and Environment, the School 
of Engineering, the School of Information and 
Communication Technology, the School of Law, the School 
of Liberal Arts, the School of Medical Sciences, the School of 
Medicine, the School of Nursing, the School of 
Pharmaceutical Sciences, the School of Political and Social 
Science, the School of Public Health, and the School of 
Science. The insights of the collected data are presented in 
Table I.  

TABLE I.  THE DATA COLLECTION 

Issues Statistics 
Count Percentage 

Level Year 
• First Year  
• Second Year  
• Third Year  
• Fourth Year  

80 
61 

127 
14 

28.37% 
21.63% 
45.04% 
4.96% 

Age 
• Lower than 19 years old  
• 19 years old  
• 20 years old  
• 21 years old  
• 22 years old  
• More than 22 years old  

35 
56 
88 
91 
10 
2 

12.41% 
19.86% 
31.21% 
32.27% 
3.55% 
0.70% 

At what age did you have your first menstruation?  
• At the age of lower than 10 years  
• At the age of 10 years  
• At the age of 11 years  
• At the age of 12 years  
• At the age of 13 years  
• At the age of 14 years  
• At the age of 15 years  

8 
14 
40 

107 
57 
31 
25 

2.84% 
4.96% 

14.18% 
37.94% 
20.21% 
10.99% 
8.87% 

Weight 
• Between 31 - 40 Kilograms  
• Between 41 - 50 Kilograms  
• Between 51 - 60 Kilograms  
• Between 61 - 70 Kilograms  
• Between 71 - 80 Kilograms  
• More than 80 Kilograms  

 

21 
84 
97 
45 
20 
15 
 

7.45%  
29.79%  
34.40%  
15.96%  
7.09%  
5.32%  

 

Issues Statistics 
Count Percentage 

Hight  
• Between 141 - 150 Centimeters  
• Between 151 - 160 Centimeters  
• Between 161 - 170 Centimeters  
• More than 170 Centimeters  

22 
145 
104 
11 

7.80% 
51.42% 
36.88% 
3.90% 

Have you ever had sexual intercourse before?  
• Yes  
• No  

 
131 
151 

 
46.45% 
53.55% 

Total  282 100% 

Table I shows the in-depth details of the informants. The 
total sample size was 282 representatives, divided into 80 
first-year students (28.37%), 61 second-year students 
(21.63%), 127 third-year students (45.04%), and 14 fourth-
year students (4.96%). Other summary information includes 
an average age of 19.97 years, an average weight of 56.61 
kilograms, and an average height of 160.06 centimeters.  

The researchers also found that, on average, respondents 
had their first menstruation at age 12.36 years and that 131 
respondents (46.45 percent) had had sexual intercourse.  

C. Research Tools  
The research tools are divided into two tools. The first tool 

is the instrument used to collect data; the researcher uses a 
three-part questionnaire: the first part is to collect general 
information regarding the respondents, the second part is the 
menstruation status assessment form called "Premenstrual 
Symptoms Screening Tool for Adolescents (PSST-A)" [11], 
[12], as detailed assessment form in https://shorturl.at/cK9si, 
and the third part is the depression, stress, and anxiety 
assessment form called "Depression Anxiety Stress Scales 
(DASS-21)" [13], [14], as detailed assessment form in 
https://shorturl.at/hJJOs. Stress, anxiety, and depression are 
classified into five distinct levels: Normal, Mild, Moderate, 
Severe, and Extremely Severe [15]. These class labels provide 
a structured framework for assessing the severity of symptoms 
and tailoring interventions accordingly. The features of the 
data used in this study are of categorical type, all features are 
represented in Table II. 

In developing a machine learning model for tracking 
premenstrual symptoms and depressive crises, the process 
starts by importing a reliable dataset with relevant features, 
ensuring data integrity through platforms like Google Colab. 
Non-essential columns are eliminated to simplify the model 
and reduce the risk of overfitting, enabling a focus on 
significant patterns for accurate predictions. String-based data 
is then transformed into numeric format, and categorical 
variables are encoded using methods such as label encoding. 
Labels like "Mild" or "Severe" are converted using the 
EncodeLabels function to improve computational efficiency 
and compatibility, as shown in Figure 2. 

TABLE II.  DASS-21 QUESTIONS 

Questions Features 
I found it hard to wind down. Stress 
I was aware of dryness of my mouth. Anxiety 
I couldn’t seem to experience any positive 
feeling at all. 

Depression 

I experienced breathing difficulty. Anxiety 
I found it difficult to work up the initiative to do 
things. 

Depression 

I tended to over-react to situations. Stress 
I experienced trembling. Anxiety 
I felt that I was using a lot of nervous energy. Stress 
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Questions Features 
I was worried about situations in which I might 
panic and make a fool of myself. 

Anxiety 

I felt that I had nothing to look forward to. Depression 
I found myself getting agitated. Stress 
I found it difficult to relax. Stress 
I felt down-hearted and blue.  
 I was intolerant of anything that kept me from 
getting 

Stress 

on with what I was doing. Anxiety 
I felt I was close to panic. Depression 
I was unable to become enthusiastic about 
anything. 

Depression 

I felt I wasn’t worth much as a person. Stress 
I felt I was rather touchy. Anxiety 
I was aware of the action of my heart in the 
absence of physical exertion. 

Anxiety 

I felt scared without any good reason. Depression 
 

 
Fig. 2. Creating A Machine Learning Model  

To address class imbalance, the SMOTE (Synthetic 
Minority Oversampling Technique) method is used to 
generate synthetic samples for the minority classes. This 
approach enhances model accuracy and robustness, especially 
when identifying high-risk cases [16]. 

Hyperparameter tuning is performed by defining a 
parameter grid for each model, optimizing performance with 
Grid Search or Random Search to determine the best 
combination of parameters [16]. 

The second tool is the tool used to develop the model. The 
researcher uses six machine learning techniques: Decision 
Trees (DT), K-nearest neighbors (K-NN), Logistic Regression 
(LR), Naïve Bayes (NB), Random Forests (RF), and Support 
Vector Machines (SVM). Details of each technique are 
explained in the modeling section.  

D. Modeling  
Researchers used the CRISP-DM technique [17], [18], 

[19], which consists of six steps, in the model development 
process. In the first step, the business understanding, 
researchers applied two accepted questionnaires PSST-A [20] 
and DASS-21 [21] to predict depression in adolescents who 
may be affected by irregular menstruation. In the second step, 
the data understanding, researchers found that the context of 
mass questionnaires was tedious and often yielded inaccurate 

information, so they applied a curated questionnaire to create 
an effective depression prediction model. In the third step, the 
data preparation, the researchers collected the data thoroughly, 
as summarized in Table I.  

In the fourth step, modeling, the researchers used machine 
learning techniques to create a predictive model of risk and 
potential impact on adolescents during menstruation. The fifth 
step is the evaluation, in which the researchers use data 
partitioning techniques to test and summarize the assessment, 
as detailed in the model performance testing section. The final 
step is the deployment, where researchers plan to develop a 
mobile application prototype using data analytics and machine 
learning to personalized monitor premenstrual symptoms and 
the risk of depressive crises.  

E. Model Performance Testing  
To test the model's performance, a 10-fold cross-

validation technique [22], [23] was used. The data is divided 
into ten equal parts, and the model is run for ten iterations. 
Each iteration extracts nine parts of the data to generate the 
model and uses the remaining one part to test it. The tools used 
to measure performance consist of five indicators: accuracy, 
precision, recall, f1-score, and time (seconds).  

IV. RESULTS  
The research report is divided into two parts: the first part 

is a summary of the context of the collected data and the 
second part is a report of the development and performance 
analysis of the model. 

A. Context of the Collected Data  
The results of the contextual analysis of the data are 

reported in two ways: The first is the risk analysis of menstrual 
severity (PSST-A assessment), as shown in Table III, and the 
second is the analysis of depression, anxiety, and stress 
severity (DASS-21 evaluation), as shown in Table IV.  

TABLE III.  PSST-A ASSESSMENT RESULTS 

Severity  PSST-A Assessment Results 
Yes No  

Premenstrual Dysphoric Disorder (PMDD) 29 (10.28%)  253 (89.72%)  
Premenstrual Syndrome (PMS) 35 (12.41%)  247 (87.59%)  

Table III illustrates the analysis results of the collected 
data and the Premenstrual Symptoms Screening Tool for 
Adolescents (PSST-A assessment). The number of students 
who were analyzed as having the premenstrual dysphoric 
disorder (PMDD) symptom (10.28%) was 29 samples 
(12.41%), and the premenstrual syndrome (PMS) was 35 
samples (12.41%). Overall, the majority of the sample was not 
affected by these two symptoms.  

TABLE IV.  DASS-21 EVALUATION RESULTS 

Issues  
DASS-21 Assessment Results 

Normal Mild Moderate Severe Extremely 
Severe 

Depression  151 
(53.55%) 

55 
(19.50%) 

42 
(14.89%) 

19 
(6.74%) 

15 
(5.32%) 

Anxiety  110 
(39.01%) 

49 
(17.38%)  

48 
(17.02%)  

49 
(17.38%)  

26 
(9.22%)  

Stress  161 
(57.09%)  

42 
(14.89%)  

34 
(12.06%)  

11 
(3.90%)  

34 
(12.06%)  

Table IV shows the analysis results of the collected data 
and the Depression Anxiety Stress Scales (DASS-21) 
assessment. It was found that the sample group from which 
data were collected had symptoms of extremely severe 
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depression in 15 cases (5.32%), extremely severe anxiety 
disorder in 26 cases (9.22%), and extremely severe stress 
disorder in 34 cases (12.06%). Overall, it can be concluded 
that students of the University of Phayao have low levels of 
depression, anxiety, and stress.  

B. Model Results and Model Performance  
Model development and performance testing results were 

reported in three parts based on risk assessment for 
depression, anxiety, and stress severity (DASS-21 
evaluation), as indicated in Tables V to VII. 

TABLE V.  EVALUATION OF THE DEPRESSION SEVERITY MODEL  

Model  Evaluation of the Depression Severity Model  
Accuracy Precision Recall F1-Score Time (s.) 

RF 0.8874 0.8866 0.8874 0.8865 98.8590 
Best Parameters: {'max_depth': 10, 'min_samples_split': 2, 'n_estimators': 50}  
LR 0.6690 0.6594 0.6689 0.6619 2.6361 
Best Parameters: {'C': 1, 'solver': 'lbfgs'}  
SVM 0.9006 0.8994 0.9007 0.8994 22.7895 
Best Parameters: {'C': 10, 'kernel': 'rbf'}  
DT 0.8025 0.7998 0.8026 0.7995 1.7152 
Best Parameters: {'max_depth': None, 'min_samples_split': 2}  
K-NN 0.8780 0.8804 0.8781 0.8745 2.0236 
Best Parameters: {'n_neighbors': 3, 'weights': 'distance'}  
NB 0.6027 0.5914 0.6026 0.5904 0.4682 
Best Parameters: {} 

Table V shows the evaluation results of the depression 
severity model using six techniques for model construction 
and performance analysis. It was found that the support vector 
machine (SVM) technique had the highest accuracy value, 
with 90.06%, precision of 89.94%, recall of 90.07%, and f1-
score of 89.94%.  

TABLE VI.  EVALUATION OF THE ANXIETY SEVERITY MODEL  

Model  Evaluation of the Anxiety Severity Model  
Accuracy Precision Recall F1-Score Time (s.) 

RF 0.8018 0.8029 0.8018 0.8022 130.1979 
Best Parameters: {'max_depth': None, 'min_samples_split': 2, 'n_estimators': 200}  
LR 0.4655 0.4615 0.4655 0.4604 5.2877 
Best Parameters: {'C': 1, 'solver': 'liblinear'}  
SVM 0.7964 0.7981 0.7964 0.7968 40.0226 
Best Parameters: {'C': 10, 'kernel': 'rbf'}  
DT 0.6273 0.6278 0.6273 0.6263 1.2792 
Best Parameters: {'max_depth': None, 'min_samples_split': 2}  
K-NN 0.8109 0.8143 0.8109 0.8086 1.0536 
Best Parameters: {'n_neighbors': 3, 'weights': 'distance'}  
NB 0.4273 0.4337 0.4273 0.3926 0.2983 
Best Parameters: {} 

Table VI shows the evaluation results of the anxiety 
severity model using six techniques for model construction 
and performance analysis. It was found that the k-nearest 
neighbor (K-NN) technique had the highest accuracy value, 
with 81.09%, precision of 81.43%, recall of 81.09%, and f1-
score of 80.86%. 

TABLE VII.  EVALUATION OF THE STRESS SEVERITY MODEL  

Model  Evaluation of the Stress Severity Model  
Accuracy Precision Recall F1-Score Time (s.) 

RF 0.8980 0.8975 0.8981 0.8973 107.3233 
Best Parameters: {'max_depth': 10, 'min_samples_split': 2, 'n_estimators': 200}  
LR 0.6236 0.6100 0.6236 0.6095 2.5072 
Best Parameters: {'C': 0.01, 'solver': 'lbfgs'}  
SVM 0.9093 0.9087 0.9093 0.9086 30.4058 
Best Parameters: {'C': 10, 'kernel': 'rbf'}  
DT 0.7988 0.8004 0.7988 0.7984 1.2964 
Best Parameters: {'max_depth': 10, 'min_samples_split': 2}  
K-NN 0.9018 0.9080 0.9019 0.8996 1.1513 
Best Parameters: {'n_neighbors': 3, 'weights': 'distance'}  
NB 0.5639 0.5576 0.5640 0.5485 0.3691 
Best Parameters: {} 

Table VII shows the evaluation results of the stress 
severity model using six techniques for model construction 
and performance analysis. It was found that the support vector 
machine (SVM) technique had the highest accuracy value, 
with 90.93%, precision of 90.87%, recall of 90.93%, and f1-
score of 90.86%.  

V. DISCUSSION  
The results show that the SVM model achieved the highest 

performance in terms of accuracy and other metrics for both 
depression and stress severity prediction, demonstrating its 
strength in managing complex data. In contrast, the K-NN 
model performed best for anxiety severity, suggesting it is 
better suited for this task. Meanwhile, NB and LR showed 
relatively weaker performance, indicating that they might not 
be as effective for handling the intricacies of these 
psychological conditions. Depression and stress data are more 
concentrated in the "Normal" category with fewer cases at 
severe levels, providing clearer class boundaries that SVM 
can efficiently separate. Anxiety data, however, is more 
evenly distributed across severity levels, forming localized 
clusters that align well with K-NN's proximity-based 
classification approach. 

The use of SMOTE (Synthetic Minority Over-sampling 
Technique) and Grid Search played a crucial role in improving 
the model results, as they helped to balance class distribution 
and fine-tune hyperparameters for each model. These findings 
emphasize the importance of choosing the right model based 
on the dataset and the specific psychological condition being 
addressed. Additionally, the results point to the potential 
benefit of further refining model tuning and feature 
engineering, especially when simpler models fall short.   

VI. CONCLUSION  
This research has developed and applied AI for healthcare, 

with a classification model for personalized premenstrual 
symptoms and depressive crisis risk tracking constructed 
using data analytics and machine learning. The objectives of 
this research are threefold. The first objective is to study the 
context of female adolescents who experience premenstrual 
syndrome (PMS) problems and depression crises. The second 
objective is to develop a classification model for personalized 
premenstrual symptoms and depressive crisis risk tracking 
using data analytics and machine learning techniques. The 
third objective is to evaluate the performance of all developed 
models to select suitable models for future application. The 
research data were collected from 282 students at the 
University of Phayao during the first and second semesters of 
the academic year 2024. All students who provided data gave 
their consent for the use of their data in the research.  

The research instruments were divided into two parts: a 
questionnaire for data collection and a machine learning 
technique for model development, which consisted of six 
techniques: decision trees, k-nearest neighbors, logistic 
regression, naïve bayes, random forests, and support vector 
machines. The model performance is tested using 10-fold 
cross-validation and evaluated using five metrics: accuracy, 
precision, recall, f1-score, and time.  

The research results found that most students at the 
University of Phayao did not have problems with 
premenstrual syndrome (PMS) and depressive crisis. In 
addition, Tables V to VII also show the developed models 
classified by the characteristics of depression, anxiety, and 
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stress. It shows that the researchers successfully created 
efficient models with high accuracy in all techniques. Three 
models should be further developed in mobile applications. 
The first model was built using the Support Vector Machine 
(SVM) technique, which is suitable for predicting depression 
with an accuracy of 90.06%. The second model was 
developed using the K-Nearest Neighbor (K-NN) technique. 
This model is ideal for predicting anxiety, with an accuracy 
rate of 81.09%. The third model was developed using the 
Support Vector Machine (SVM) technique. This model is 
suitable for predicting stress with an accuracy rate of 90.93%. 
SVM is more effective for depression and stress data due to 
its ability to handle distinct patterns, while K-NN is better 
suited for the more evenly spread anxiety data, as it captures 
localized relationships. This emphasizes the need to select the 
appropriate algorithm based on the data's structure for the best 
results. Finally, the researchers hope this research will be of 
public benefit for other researchers to develop further. 
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Abstract. Effective communication between patients and healthcare providers 
is pivotal for accurate diagnosis, appropriate treatment, and optimal patient 
care. However, individuals with hearing impairments often encounter 
significant communication barriers when accessing medical services, hindering 
their ability to convey health-related information effectively. A sign language 
detection mobile application tailored for Thai patients has been developed to 
address this challenge. The primary objectives of this initiative are to construct 
the most effective sign language detection model for Thai patients, to create a 
mobile application for Thai patients with a sign language detection model to 
support medical consultations, and to study satisfaction with the sign language 
detection mobile application. Leveraging cutting-edge technologies such as the 
Flutter and Dart framework, TensorFlow Lite, and Teachable Machine for 
model training, the application aims to bridge the communication gap between 
deaf and hard-of-hearing patients and healthcare professionals. The dataset 
utilized in this experiment comprised video recordings of 60 sign language 
vocabulary and phrases related to health and wellness. 

Keywords: Clinical Informatics, Medical Application, Medical Image 
Processing, Sign Language Detection, Support Medical Consultations. 

1 Introduction  

Medical personnel whose essential duties are to provide knowledge, consider 
illnesses, and treat disease, which requires assessment of understanding, knowledge, 
and primary treatment skills of patients to ensure that patients can care for 
themselves. Patients, therefore, need to communicate with their doctors or medical 
personnel regarding their illnesses. However, the treatment or disease information is 
complex and may not be understood by some patients. Thus, receiving appropriate 
treatment that matches the disease heavily depends on the patient's communication, 
behavior, and knowledge. For example, patients may have language barriers during 
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transmission, and doctors may have difficulty communicating due to factors from the 
patient themselves, such as hearing loss or deafness. As a result, communication 
between medical staff and patients has more obstacles and errors.  

Statistics in 2023 Thailand has 405,920 people with hearing disabilities, accounting 
for 18.62 percent of all people with disabilities. For people who are hard of hearing, 
the most important thing is daily life and communication with others. Especially when 
receiving health services, such as communication between doctors and nurses at the 
hospital, because if the transmission is not understood, it will lead to incorrect 
treatment. The most popular solution is the annotation method. This method is 
effective for certain patients, including those who are hard of hearing but can 
communicate understandably through reading and writing or patients who can read 
the lips of their conversation partners. These patients often have no problems 
receiving health services at hospitals [1, 2]. This group of patients will prepare before 
seeing the doctor by writing a report of their symptoms or questions they want to 
know to save communication time and prevent misunderstandings. However, using 
this method for deaf people with limited reading and writing skills may result in the 
patient not always understanding what the doctor wants to communicate through 
writing. Researchers have therefore studied and developed an application for deaf and 
hard of hearing people to use in health communication with doctors through sign 
language that patients are familiar with, using a camera to capture the sign language 
gestures of the patient and translate sign language into text, and convert text to sign 
language for medical communication.  

The purpose of this research consists of three main parts. The first objective is to 
construct a mobile application for Thai patients with a sign language detection to 
support medical consultations. The second objective is to develop a consultation 
chatbot for Thai patients to inquire about basic medical treatment information. 
Finally, the third objective is to study the satisfaction with the sign language detection 
mobile application. The scope and framework of the research study are two 
components. The first component is a communication channel for Thai patients 
consisting of converting sign language into text to communicate with healthcare 
professionals. The second component is a communication channel for chatbots and 
medical personnel to provide information and inquire about the primary symptoms of 
Thai patients, as indicated in the research framework in Figure 1.  

 

 

Fig. 1. The scope and framework of the research  
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Overview of system and application functionality: this application is designed to 
support use for the deaf and hard of hearing who want to communicate with medical 
personnel to inquire about the patient's essential condition. The application concept 
begins with capturing the user's sign language gestures through a webcam or mobile 
device. The system then receives sign language images, records new images, and 
compares them with existing images in the database to convert them into text for 
communication with medical personnel. Feedback communication for patients 
consists of two states: answering questions by the chatbot and medical personnel. The 
nature of communication is through online conversations. One last thing, benefits 
expected from the application include facilitating communication problems between 
medical personnel who do not have sign language expertise and the deaf and hard of 
hearing, being a medical innovation that promotes and encourages medical services 
for patients with communication problems.  

2 Related works  

This stage reviews recent literature on sign language systems to enable an 
understanding of designed and developed sign language systems and the prediction 
mechanisms of deep learning models. The details are as follows: Dony Novaliendry et 
al. (2023) have designed and developed a specialized sign language learning 
application to boost students' sign language proficiency and encourage greater 
participation [3]. The system utilizes the Media Development Life Cycle (MDLC) 
methodology and the Flutter framework. It targets first-grade students who are deaf.  

Anusorn Chaikaew et al. (2018) developed a mobile application to facilitate Thai 
sign language communication and serve the sizeable deaf population [4]. The mobile 
application provides ease of sign language learning and is used as an animated 
dictionary with vocabulary classifications that are easy to search and learn. It focuses 
on everyday terms and phrases to expand communication access and skills for people 
who are deaf or hard of hearing. In their 2021 study, Anusorn Chaikaew et al. 
demonstrate how developing human-computer interaction technology could enhance 
the quality of life for people with disabilities [5]. Their research aims to develop a 
Thai sign language recognition application to create a real-time sign language 
translation mobile app. Jakkrapan Sudthipadh and Suree Pumrin (2022) have 
developed an innovative system designed to interpret Thai Sign Language, facilitating 
communication both within the hearing-impaired community and between individuals 
with and without hearing impairments. This cutting-edge technology leverages 
camera or webcam input to detect and capture hand gestures.  

Kun Xia et al. (2022) applied a deep learning model called MobileNet-YOLOv3 to 
recognize Chinese sign language gestures used by deaf-mute patients when 
communicating medical needs to doctors. Their model was trained and test on a 
dataset of 4000 sign language images. When tested, it achieved a robust accuracy rate 
of 90.77% in correctly classifying and interpreting the signs. This technology aims to 
act as an automated interpreter, bridging more seamless communication between deaf 
patients and medical professionals [1]. 
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Candy Obdulia Sosa-Jiménez et al. (2022) proposed a prototype system for 
recognizing and synthesizing Mexican sign language in the context of primary 
healthcare services. Using 82 distinct sign gestures, their model attained mean 
accuracy and F1 scores of 99% and 88% - also representing an effective level of sign 
language translation capability [2]. K. J. Kevin Feng and David W. Mcdonald (2023) 
[9] talked about the for training Machine learning model using Teachable machine. It 
has been used in various applications. In this research, the researchers have developed 
a machine learning model utilizing Teachable Machine and TensorFlow lite, a tool 
that facilitates the creation of models for data learning. This tool is renowned for its 
speed, efficiency, and universal accessibility. It enables training computers to 
recognize and memorize various inputs, including images, sounds, and motion 
gestures. The resulting models can then be integrated into web applications, 
applications, and other platforms, offering a wide range of practical applications.  

To conclude the related work, deep learning has shown promising accuracy in 
modeling and recognizing sign language from images and video input. In addition, 
mobile applications are making sign language more accessible and beneficial. These 
studies demonstrate the effective model and implementation of sign language systems 
based on development application systems. Undoubtedly, technology enhances 
communication and quality of life for the deaf community.  

3 Research Methodology  

The scope of the research has been designed and implemented by the research and 
development (R&D) process, which has defined the population and sample groups, 
has a system design and development process with a software development life cycle 
(SDLC), and has tested the developed system to study satisfaction and efficiency of 
the application with expertise and Thai patients.  

3.1 Population and Sample  

The researcher determined the research population and the sample as two target 
groups. The first target group is the general patients and the patients who are deaf or 
hard of hearing in Mueang District, Phayao Province, Thailand, who received medical 
services at the University of Phayao Hospital, Mueang District, Phayao Province, 
Thailand, between 2022 and 2023, totaling 30 people. The second target group is 
three medical personnel working at the University of Phayao Hospital with at least 
five years of experience working in a hospital and expertise in communicating with 
deaf patients. Both sample groups were assigned to evaluate their satisfaction with the 
sign language detection mobile application in studying their satisfaction and attitude 
towards using medical technology and innovation to support work efficiency at the 
University of Phayao Hospital.  
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3.2 Research Instruments  

The research instruments are composed of two tools. The first tool is a sign language 
detection mobile application. The second tool is a questionnaire on attitudes and 
satisfaction with using a sign language detection mobile application, which ICO 
according to the effective questionnaire development process.  

3.3 Construction of Research Instruments  

Mobile application development for sign language detection.  

Data analysis.  
Data analysis is the analysis of words in sign language, considering basic 

communication sentences, asking about patient symptoms, medical diseases, and 
specific terms related to patient illnesses. To collect data aligned with the research 
objectives, the words contained sixty healthcare sign language vocabulary and 
phrases, as shown in Table 1.  

Data collection.  
The collection data used in this experiment was stored in video format, extension 

MP4, and images from shot-to-shot photography from video, extension JPG, in the 
RGB system, with the cropped image size being 512x512 pixels. The researchers used 
60 healthcare sign language gestures published on the Thai Telecommunication Relay 
Service (TTRS) website: https://www.ttrs.or.th and the Office of Educational 
Technology, Sukhothai Thammathirat Open University (STOU) website: 
https://oet.stou.ac.th/edtech, as detailed in Table 1.  

Table 1. Healthcare sign languages in research  

60 Healthcare sign languages in research  
Abortion  AIDS  Air allergies  Allergic 

reactions  
Allergy  Anorexia 

Anus  Arm pain  Astigmatism  Bladder  Blisters  Bloating  
Blurred 
vision  

Blurry vision  Can't eat.  Can't sleep.  Can't 
swallow.  

Constipation  

Cough  Cramp  Diarrhea  
 

Dizziness  Drug allergy  Epilepsy  

Eyes pain  Feeling 
feverish  

Flu  
 

Food allergy  Gradually 
invisible  

Headache  

Heartbeat  High blood 
pressure  

High fever Hurt  Itchy  Jaw pain  

Liquid 
medicine 

Nausea  Neuralgia  Panting  Pinching  Pregnant  

Pulse  Red Eyes  Sick  Sneezing  Snot  Stinging 
nose  

Stomach  Stomach 
pain  

Stressed  Swollen  Tightness in 
the chest  

Tired  

Tired easily  Tooth filling  Trembling  Vomiting  Watery eyes  Worry  
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System design analysis.  
The researchers analyzed the system design in two parts. The first part is an 

analysis of the traditional system. The researchers found the communication system 
with deaf and hard-of-hearing patients was complicated. Doctors and nurses must use 
assistants to communicate with patients. Moreover, some patients cannot read and 
write and do not have any relatives, which is a significant obstacle to the work of 
medical personnel. Therefore, health organization personnel need technology to 
support and solve such problems.  

The second part is analyzing the new system to support and solve the discovered 
problems. The new scheme needed to solve communication barriers between hard-of-
hearing patients and medical personnel, and the researchers designed the outline as 
shown in Figure 1. The main components of the designed new system comprise two 
parts: a communication system for patients that translates sign language into text to 
communicate with medical personnel and a communication system for medical 
personnel with two subsystems: feedback communication by Chatbot and doctors and 
nurses. The new system has been designed and developed following the software 
development life cycle (SDLC) principles [10], which are presented in the following 
sections.  

Questionnaire development.  
The research questionnaire is divided into two parts. The first is used to study the 

acceptance and satisfaction of application users. The second analyzes the test results 
of comparing sign language gestures with three experts, as shown in Tables 3 and 4, 
respectively.  

3.4 Research Interpretation  

The interpretation of the research was tested on the user satisfaction assessment. The 
questionnaire used by Google Forms to complete the questionnaire and explore the 
results of acceptance and satisfaction. The researchers restricted the level of 
satisfaction with the application as follows: The first level is satisfaction and 
acceptance at the highest level, with a score equal to 5. The second level is 
satisfaction and acceptance at the high level, with a score equal to 4. The third level is 
satisfaction and acceptance at the accepted level, with a score equal to 3. The fourth 
level is satisfaction and acceptance at an unacceptable level, with a score equal to 2. 
The fifth level is satisfaction and acceptance at an extremely unacceptable level, with 
a score equal to 1.  

After collecting the acceptance and satisfaction levels from the questionnaire, the 
values are processed to demonstrate the average score, and the results are interpreted 
according to the class interval, as specified in five classes as follows: The first-class 
average score is 4.21-5.00, acceptance at the highest level. The second-class average 
score is 3.41-4.20, with support at a high level. The third-class average score is 2.61-
3.40, with approval at the accepted level. The fourth-class average score is 1.81-2.60, 
with consent at the accepted level. The fifth-class average score is 1.00-1.80, with 
permission at the accepted level.  
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4 Research Results  

4.1 Sign language detection mobile application  

The application development results completed following all activity diagrams 
according to the established research framework are illustrated in Figures 2 to 5.  

 

    
(a)      (b)    (c) 

Fig. 2.  Sign language detection mobile application  

Figure 2(a) shows entering the application, Figure 2(b) shows registration, and Figure 
2(c) shows the application login. The researchers designed the application page to be 
user-friendly and minimally complex.  

 

  
(a)    (b) 

Fig. 3. Sign language detection mobile application  

After entering the application, the researchers designed four main sections: the 
function of searching in the sign language vocabulary and phrases, symptom 
categories, talking with the chatbot, and related menus such as the home, messages, 
camera, and settings. Figure 3(a) shows the application page elements, and Figure 
3(b) shows examples of sign language with descriptions.  
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(a)     (b)     (c)     (d) 

Fig. 4. Sign language detection mobile application  

Figures 4(a) to 4(d) show an example of a conversation between a patient and a 
chatbot. 

 

  
(a)     (b) 

Fig. 5. Sign language detection mobile application  

Figures 5(a) and 5(b) illustrate an example of using a camera to capture patient 
images and translate them into text for communication in the system.  

After developing the application according to the designed components, the 
researchers tested and evaluated its effectiveness. The test results and satisfaction 
studies will be presented in the next section.  

4.2 Acceptance and satisfaction levels  

The analysis results of the acceptance and satisfaction levels with the sign language 
detection mobile application for Thai patients are presented in Table 3, with 30 
respondents, as detailed in Table 2.  
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Table 2. Respondent details  

Details  Respondents  Percentages  
Gender    
• Male  9  30.00% 
• Female  21  70.00% 
Age    
• 20 – 30 years old  22  73.33% 
• 31 – 40 years old  5  16.67% 
• 41 – 50 years old  2  6.67% 
• More than 50 years old  1  3.33% 
Occupation    
• Employee  11 36.67% 
• General employee  8  26.33% 
• Government officer  10  33.33% 
• Student  1 3.33% 
Total  30  100% 

Table 2 presents respondents' satisfaction and acceptance of the application, 
classified by gender, age, and occupation. The total number of respondents is 30 
samples. There were 21 females, representing 70.00 %, while there were nine males, 
representing 30.00 percent, with the most respondents being in the age range of 20-30 
years old, 22 instances, representing 73.33 %. In addition, most of the respondents' 
occupations were employees, a total of 11 samples, accounting for 36.67 %.  

Table 3. Acceptance and satisfaction level toward the mobile application  

Stage   Mean  S.D.  Interpretation  
Application performance / Usefulness    
• The design of the application has reasonable design 

elements that fulfill its purpose. 
4.45 0.66 Highest accepted 

• The sign language search function is quick, accurate, 
and straightforward. 

4.36 0.71 Highest accepted 

• Mobile camera capture can accurately grasp the user's 
sign language gestures and communication preferences. 

4.32 0.76 Highest accepted 

• The chatbot's functionality can answer questions 
quickly and directly to the communication point 
between the patient and the system. 

4.59 0.58 Highest accepted 

Average 4.43 0.68 Highest accepted 

Table 3 indicates the results of the analysis of the acceptance level from the sign 
language detection mobile application testing. It was found that respondents assigned 
the highest level of acceptance of the application in all areas assessed. It has an 
overall average of 4.43 and a standard deviation of 0.68. It can, therefore, be 
concluded that the developed application is practical.  
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5 Research discussion  

The results of the study showed that deaf and hard-of-hearing people were able to 
communicate with medical personnel with the highest level of satisfaction and 
acceptance. Medical personnel can understand sign language gestures by sharing 
through sign language detection mobile applications for counseling. In addition, the 
expert testing results with sign language accuracy values at 1,253 times, equal to 
69.61 percent, show that the developed application can communicate with medical 
personnel. Moreover, it can also be applied to share with other people. Ordinary 
people interested in sign language can also use this application to study or learn sign 
language vocabulary and phrases related to health as an alternative way to learn sign 
language.  

From the summary of research results, the researchers have issues that need to be 
discussed, including 1) user satisfaction and acceptance of the application and 2) the 
comparative analysis of sign language gestures with the experts. A study of 
satisfaction and acceptance of the application found that it has important implications 
for communication problems among medical personnel and people who are deaf or 
hard of hearing. The analysis results in Table 3 show that the application responds to 
the need for technology to solve communication problems in healthcare organizations. 
It has an overall acceptance of 4.43 and a standard deviation of 0.68. It can, therefore, 
be concluded that the developed application is practical.  

The second point is the results of the comparative analysis of sign language 
gestures with the application classified by sign language vocabulary and phrases 
found that the testing had an accuracy of 1,253 times, equal to 69.61 percent, and the 
incorrect predictions were 547 times, equivalent to 30.39 percent, as detailed in Table 
4. The error was caused by the images used to train the model at a poor resolution and 
insufficient clarity to enable high-performance image processing. It, therefore, causes 
and results in errors in vocabulary and phrase prediction. However, the researcher has 
tried to study and learn more from other research to solve the mistakes and make the 
system as accurate as possible. The researchers found that property and data recording 
storage were the main limitations. Finally, this research is an undergraduate study, so 
it is a study to develop a prototype to be presented to organizations that want to 
expand the research results further.  

6 Research limitations and suggestions  

Suggestions that should be improved and adapted in further research, including 
categorizing vocabulary and phrases according to patient symptoms, require sub-
categorization to expand research results and usefulness to users. This is significant 
because computer models can learn and make more accurate predictions. In addition, 
statistics on vocabulary and phrases that are likely to be frequently used and essential 
for communication between patients and medical personnel need to be accelerated. 
The reason is that space and resource constraints can be controlled by the terms 
necessary for communication.  
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Finally, an influential recommendation is that public health organizations must 
continue investing in information and communication technology to solve critical and 
necessary problems for patients in healthcare facilities.  

7 Conclusion  

In this study, researchers selected 60 basic Thai sign language gestures commonly 
used for medical visits for describing health symptoms. These gestures were utilized 
to train a machine learning model on the Teachable Machine platform, which employs 
deep learning algorithms for model creation and training. The model was integrated 
into a mobile application to detect and interpret signing gestures from video feeds. 
Following software engineering best practices, the application was designed and 
developed together with an Artificial intelligence (AI) chatbot to enable doctors and 
deaf/hard-of-hearing patients to communicate, using a structured software 
development life cycle (SDLC) approach. When tested, the model achieved 69.61% 
accuracy in recognizing the 60 signs. The application received a 4.43 out of 5 user 
satisfaction rating. However, 18.33% of signs language had under 50% recognition 
accuracy. These problematic signs included blurred vision, swallowing issues, 
constipation, epilepsy, food allergy, headache, liquid medicine, stress, swelling, chest 
tightness, and worry. As such, exploring machine learning approaches and deep 
learning approaches may improve accuracy for intricate signs language in the future. 

In summary, this prototype mobile application demonstrates capabilities in 
translating basic medical sign language, although performance for some gestures was 
disappointing. The application shows potential to facilitate communication between 
deaf individuals and healthcare providers regarding basic symptoms and ailments. 
However, future work may require exploring machine learning approaches to improve 
model accuracy across a wider range of intricate signs. While still in early stages, this 
research indicates feasibility of using technology to interpret healthcare signing 
language. This foundation could ultimately help bridge communication barriers and 
enhance inclusivity in healthcare services. 
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documented and follows best practices.

- What are the next steps in terms of scaling this application for broader deployment in healthcare facilities?

- Expand the application's capabilities to include real-time translation and additional functionalities that cater to
specific medical scenarios.
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Abstract. Thailand faces a continuously increasing number of older adults, 
which impacts future healthcare arrangements for older people. This research 
aims to achieve three objectives: to study the context and risks of knee 
osteoarthritis based on Thai people's lifestyle and food consumption in the 
northern region of Thailand, to construct the classification model for screening 
knee osteoarthritis patients in northern Thailand using data analytics, and to 
evaluate the classification model for screening knee osteoarthritis patients in 
northern Thailand using data analytics. The dataset is a sample of 360 people 
from eight villages in the Sop Prap Subdistrict, Sop Prap District, Lampang 
Province, Northern Thailand. The research tools are classified into two main 
areas: descriptive statistical analysis and data mining analysis, which has eight 
techniques: Naïve Bayes, Decision Tree, Generalized Linear Model, Logistic 
Regression, Deep Learning, Random Forest, Gradient Boosted Trees, and 
Support Vector Machine. Model performance testing uses cross-validation 
techniques and confusion matrix performance, which has three indicators: 
accuracy, precision, and recall. The results showed that the majority of patients 
with osteoarthritis were female, aged 51 years and over, and whose main 
occupation was agriculture. In addition, the sample group also has significant 
awareness of health care and food consumption control. At the same time, the 
overall developed model had high accuracy values for all techniques, with the 
GBT technique having the highest accuracy value of 0.827 and S.D. equal to 
0.24. Therefore, the results of this research are a report on the context of care 
and self-protection of the elderly in the area. This mathematical model can be 
applied in planning care for the Thai elderly society in the future.  

Keywords: Applied Informatics, Medical Data Mining, Medical Informatics, 
Medical Innovations, Screening Osteoarthritis.  

1 Introduction  

According to the World Health Organization, Long et al. (2022) [1], and Cieza et al. 
(2021) [2], there is an increase in patients with bones and joints, especially 
osteoarthritis, which has an increasing rate of this disease every year. Osteoarthritis 
usually occurs in elderly people aged 60 years and over and affects up to 10 percent 
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of patients. In addition, wrists are the part where degeneration symptoms are most 
common and more commonly found in females than males. Meanwhile, older adults 
65 years and older will most likely experience deterioration in their knees, hips, 
wrists, spine, and ankles.  

For Thailand, knee osteoarthritis is a significant public health problem [3, 4]. It is 
commonly found among middle-aged and elderly people and tends to increase 
continuously in patients with severe knee osteoarthritis. In patients who do not receive 
proper treatment, osteoarthritis progresses to a condition where articular cartilage 
deteriorates. It is destroyed, along with a decrease in synovial fluid, which causes the 
ends of joint bones to develop. The knees rub against each other directly, causing 
bone growth around the periphery of the knee joint to degenerate, resulting in pain, 
inflammation, and loss of joint movement. A survey in Thailand found that in 2013, 
72.90% of elderly people had never been examined for osteoarthritis. The group that 
was discussed and diagnosed with this disease was only 10.60 percent, and it was 
found that 10.60 percent began to have abnormal symptoms. 12.80 had moderately 
severe symptoms, 16.20 percent and 4.40 percent had severe symptoms, and 56.40 
percent did not experience any abnormal symptoms.  

Currently, knee osteoarthritis patients can be screened in various ways, such as 
questioning the patient's history, using an osteoarthritis screening assessment (the 
Oxford Knee Score [5–7]), physical examination, laboratory testing, etc. History 
questionnaires and physical examinations are simple and convenient methods for 
screening patients with osteoarthritis, but they may not be highly accurate. The 
researchers, therefore, used data mining techniques to find hidden knowledge in big 
data, using it as a supplementary tool for screening patients with osteoarthritis. Data 
mining techniques can solve many problems, including prediction, trend analysis, 
clustering, and relationship mining. Using data mining techniques to develop a 
screening model for osteoarthritis patients has many advantages, such as analyzing 
large amounts of data efficiently and accurately identifying risk factors for 
osteoarthritis. In addition, models can be developed and adapted to suit various target 
groups.  

From the foregoing, the researchers are confident and believe that the classification 
model for screening knee osteoarthritis patients in Northern Thailand using data 
analytics will help detect osteoarthritis patients at an early stage, which will help start 
treatment sooner and more effectively. In addition, this model can be applied to 
develop guidelines for preventing osteoarthritis.  

Research Objectives.  

1. To study the context and risks of knee osteoarthritis based on Thai people's 
lifestyle and food consumption in the northern region of Thailand.  

2. To construct the classification model for screening knee osteoarthritis patients in 
northern Thailand using data analytics.  

3. To evaluate the classification model for screening knee osteoarthritis patients in 
northern Thailand using data analytics.  
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2 Materials & Methods  

2.1 Population and Sampling  

The population and sample selection were determined in the northern region of 
Thailand by selecting eight villages from Sop Prap Subdistrict, Sop Prap District, 
Lampang Province, Thailand. The sample was determined using the Krejcie and 
Morgan method and the equal proportion method. The population and sample used in 
the research are shown in Table 1.  

Table 1. Population and Sampling. 

Village Name  Population  Samples with 
Equal Proportion  

Osteoarthritis 
Patients  

General 
Public 

Actual 
Samples  

Baan Phae 593 47 24 24 48 
Baan Thung 801 63 32 32 64 
Baan Wattana 449 35 18 18 36 
Baan Thung Phatthana 927 73 37 37 74 
Baan Mai Watthana 264 21 11 11 22 
Baan Thung Charoen 549 43 22 22 44 
Baan Thung Ruang Thong 590 46 23 23 46 
Baan Hong Pu Samakkhi 328 26 13 13 26 
Total:  4,501 354 180 180 360 

Table 1 presents the research population and sample. The researchers divided the 
sample into two parts: patients with osteoarthritis and the general public in the target 
area. The latter will be used to develop a classification model and forecast the risk of 
osteoarthritis among people in northern Thailand.  

2.2 Research Tools  

Research tools were divided into two main parts: data collection tools, where 
researchers used questionnaires to collect data, and tools for building the 
classification model for screening knee osteoarthritis patients in northern Thailand, 
where researchers used data mining techniques.  

Questionnaire.  

The questionnaires used in the research were all communicated and conducted in Thai 
so that the data could be given truthfully. The questionnaire in this research was 
divided into three main parts: the first part collected general information from the 
informants, the second part assessed the risk of osteoarthritis using the Oxford Knee 
Score (OKS) for the Thai version, which is accepted in Thailand [5, 8], and the third 
part surveyed the sample group's food consumption behavior. In addition, this 
questionnaire has been evaluated by seven experts, including five public health 
experts and two academics from educational institutions. The details of the three 
sections are presented in Table 2 to Table 5.  
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Table 2. General Information Query. 

Questions and Options 
Consent to provide your data for this research.  
   Consent,     Not consent  
Gender  
   Male      Female  
Year of Birth ......................... 

Weight ......................... Kilograms    Height ......................... Centimeters 

Occupation  
   Agriculturist    Enterprise employee 
   General employee   Government official 
   Housekeeper    Merchant/Own business 
   Student    Unemployed 
Education level 
   Primary level     Secondary level  
   Diploma level     Bachelor level  
   Higher than a bachelor's degree 
Number of family members .........................  

Congenital disease (as diagnosed by a doctor)  
   No congenital disease  
   Blood pressure disease 
   Cardiovascular disease 
   Diabetes 
   Gout 
   Hyperlipidemia disease 
   Kidney disease 
   Osteoarthritis 
   Rheumatoid disease 

Table 3. The Oxford Knee Score (OKS) English version. 

Questions and Options 
During the past 4 weeks........ 
1. How would you describe the pain you usually have from your knee?  
  None (4)   Very mild (3)   Mild (2) 
  Moderate (1)   Severe (0) 
2. Have you had any trouble with washing and drying yourself (all over) because of your knee?  
  No trouble at all (4)  Very little trouble (3)  Moderate trouble (2) 
  Extreme difficulty (1)   Impossible to do (0)  
3. Have you had any trouble getting in and out of a car or using public transport because of 
your knee? (whichever you would tend to use)  
  No trouble at all (4)  Very little trouble (3)  Moderate trouble (2) 
  Extreme difficulty (1)  Impossible to do (0)  
4. For how long have you been able to walk before pain from your knee becomes severe? (with 
or without a stick)  
  No pain/More than 30 minutes (4)   16 to 30 minutes (3)  
  5 to 15 minutes (2)    Around the house only (1) 
  Not at all - pain severe when walking (0)  
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Questions and Options 
5. After a meal (sat at a table), how painful has it been for you to stand up from a chair because 
of your knee?  
  Not at all painful (4)    Slightly painful (3) 
  Moderately painful (2)     Very painful (1)  
  Unbearable (0)  
6. Have you been limping when walking, because of your knee?  
  Rarely/never (4)     Sometimes, or just at first (3) 
  Often, not just at first (2)    Most of the time (1) 
  All of the time (0)  
7. Could you kneel down and get up again afterwards?  
  Yes, Easily (4)     With little difficulty (3)  
  With moderate difficulty (2)   With extreme difficulty (1) 
  No, Impossible (0) 
8. Have you been troubled by pain from your knee in bed at night?  
  No nights (4)   Only 1 or 2 nights (3)   Some nights (2)  
  Most nights (1)   Every night (0) 
9. How much has pain from your knee interfered with your usual work (including housework)?  
  Not at all (4)   A little bit (3)   Moderately (2)   
  Greatly (1)    Totally (0) 
10. Have you felt that your knee might suddenly 'give way' or let you down?  
  Rarely/never (4)   Sometimes, or just at first (3) 
  Often, not just at first (2)  Most of the time(1)  All of the time (0) 
11. Could you do the household shopping on your own?  
  Yes, Easily (4)     With little difficulty (3)  
  With moderate difficulty (2)    With extreme difficulty (1)
  No, Impossible (0)  
12. Could you walk down one flight of stairs?  
  Yes, Easily (4)     With little difficulty (3) 
  With moderate difficulty (2)    With extreme difficulty (1) 
  No, Impossible (0)  

Table 3 shows the English version of the Oxford Knee Score (OKS). Each question 
has five options, and the value of each option is displayed. After respondents provided 
their information, researchers summed and calculated their risk of osteoarthritis using 
criteria as shown in Table 4.  

Table 4. The Oxford Knee Score (OKS) Criteria. 

Score range Score grading Severity level 
0 – 19 May indicate severe knee osteoarthritis.  Level 4 

20 – 29 May indicate moderate to severe knee osteoarthritis.  Level 3 

30 – 39 May indicate mild to moderate knee osteoarthritis.  Level 2 

40 – 48 May indicate satisfactory joint function.  Level 1 
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Table 5. Food consumption behavior questionnaire. 

Stage Questions for food consumption behavior 
Q1. Consistency in consuming high-fiber foods such as eggplant, passion fruit, guava, etc. 
Q2. Consistency in consuming low-fiber foods such as cucumber, lychee, longan, etc.  
Q3. Consistency in fast food consumption.  
Q4. Consistency in consuming fried foods. 
Q5. Consistency in consuming 6 – 8 glasses of water per day.  
Q6. Consistency in consuming soft drinks and syrups.  
Q7. Consistency in consuming tea and coffee.  
Q8. Consistency in consuming alcohol.  
Q9. Consistency in consuming milk.  

Q10. Consistency in consuming instant noodles and canned foods.  
Q11. Consistency in consuming snacks.  
Q12. Consistency in consuming fermented foods.  
Q13. Consistency in consuming spicy foods.  

Table 5 shows questions about food consumption behavior consisting of 13 
questions with five levels (scores) of information criteria as follows: Level 1 contains 
a value of 0 points, which means it has never been consumed. Level 2 includes a 
value of 1 point, which means it has been consumed 1 – 2 times per week. Level 3 
contains a value of 2 points, meaning it has been consumed 3 – 4 times weekly. Level 
4 comprises a value of 3 points, which means it has been consumed 5 – 6 times per 
week. Level 5 retains a value of 4 points, meaning it has been consumed regularly 
daily.  

Cross Industry Standard Process for Data Mining (CRISP-DM).  

The researchers used the CRISP-DM [9–11] method to develop a model to classify 
groups at risk for osteoarthritis. This method consists of six steps: business 
understanding, data understanding, data preparation, modeling, evaluation, and 
deployment, as detailed below.  

Business Understanding.  

Business understanding involves analyzing the research problem to determine the 
research direction. The researchers found that a large number of people in the target 
area at Sop Prap Subdistrict, Sop Prap District, Lampang Province, Thailand, had 
issues with osteoarthritis. Thus, researchers intend to study various behaviors that 
may influence the result of osteoarthritis.  

Data Understanding.  

Data understanding concerns understanding the source of data to align with research 
objectives. The research population consists of people in rural areas, which the Thai 
government defines as poor. The majority of people work in agriculture. Therefore, 
daily life and food consumption in the target areas are distinctive and different from 
those in other regions of Thailand.  
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To understand this data, therefore, the researchers focuses on studying population 
behavior that reflects the possible causes of osteoarthritis. However, to balance the 
data in developing the classification model, the researchers used equal parts data 
collection between people with osteoarthritis and healthy people in the target area, as 
shown in the data collection in Table 1.  

Data Preparation.  

The objective of data preparation is to obtain data ready to create a classification 
model for patients at risk of developing knee osteoarthritis. This step is very 
consistent with the data collection process, in which the researchers used face-to-face, 
individual data collection.  

Before starting to collect data, the research team asked the sample subjects whether 
they consented to providing personal information for the research. If the sample group 
does not consent to the data, the researchers do not collect it. After the researchers 
have collected the data according to the set goals, they proceed with data preparation 
according to CRISP-DM principles [11], which consist of selecting data (no 
discrepancies), cleaning data (limiting the data to the specified scope), constructing 
data (defining a data structure based on attributes), integrating data, and formatting 
data.  

Modeling.  

In this phase of modeling, many techniques are available, depending on the data 
collected and the research goals, to achieve the most optimal model. Modeling is 
closely linked to data preparation. Therefore, researchers need to be aware of data 
problems that may arise during data collection and affect them while building models.  

Techniques used to develop this model include Naïve Bayes, Decision Tree, 
Generalized Linear Model , Logistic Regression, Deep Learning, Random Forest, 
Gradient Boosted Trees, and Support Vector Machine. The researchers used all 
machine learning techniques to classify and predict osteoarthritis risk.  

Evaluation.  

The purpose of the evaluation is to obtain the most efficient model, and the evaluation 
method depends on the techniques used to develop the model.  

The evaluation techniques in this research include cross-validation technique and 
confusion matrix performance. The cross-validation technique is a method of dividing 
data to build and test a model by dividing the data into equal parts called k-fold. 
Examples of testing data: The data is set to have ten parts. Modeling uses nine pieces 
of data to create a model called training. The remaining part is used to test, called 
testing. Each model run is tested using three metrics: accuracy, precision, and recall, 
known as the “confusion matrix performance”.  

Accuracy is calculated as the total number of correctly predicted data divided by 
the total number. Precision is calculated as correctly forecasted data in each class 
divided by the total data. The recall value is calculated as the actual data for each 
class divided by the total data.  
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Deployment.  

The deployment goal is to implement the results of selecting the best or most efficient 
model. Deployment can be done in many ways. In this research, researchers have 
planned to choose the most effective model to develop an application to facilitate the 
recruitment of osteoarthritis patients in Northern Thailand, which is the following 
research area.  

2.3 Data Collection  

The data collected this time followed the research objectives and the designed 
population goals, as summarized in Table 6 to Table 8. The collected data will be 
prepared and organized to create a patient classification model using the CRISP-DM 
method and process as presented previously.  

Table 6. The collected samples were classified according to gender and status. 

Gender  Status  Total  
 Osteoarthritis Patients  General Public   
Male  83 (23.06%) 68 (18.89%) 151 (41.94%) 
Female  100 (27.78%) 109 (30.28%) 209 (58.06%) 

Total: 183 (50.83%) 177 (49.17%) 360 (100.00%) 

Table 6 shows the data collection of the sample group by gender and status. The 
number of females outnumbered males, 209 (58.06%) per 151 (41.94%). When 
considering patients with osteoarthritis, females also had more patients than males, 
100 (27.78%) per 83 (23.06%).  

Table 7. The collected samples were classified according to age and status. 

Age  Status  Total  
 Osteoarthritis Patients  General Public   
Age less than 30 years  0 (0.00%) 0 (0.00%) 0 (0.00%) 
Age 30 – 40 years  0 (0.00%) 13 (3.61%) 13 (3.61%) 
Age 41 – 50 years  0 (0.00%) 35 (9.72%) 35 (9.72%) 
Age 51 – 60 years  61 (16.94%) 37 (10.28%) 98 (27.22%) 
Age 61 – 70 years  81 (22.50%) 77 (21.39%) 158 (43.89%) 
Age 71 – 80 years  28 (7.78%) 13 (3.61%) 41 (11.39%) 
Age 81 – 90 years  11 (3.06%) 2 (0.56%) 13 (3.61%) 
Age over 90 years 2 (0.56%) 0 (0.00%) 2 (0.56%) 

Total: 183 (50.83%) 177 (49.17%) 360 (100.00%) 

Table 7 shows the data collection of the sample group classified by age and status. 
Osteoarthritis patients were aged 51 years and up, with the age range of most patients 
being between 61 and 70, numbering 81 cases (22.50%).  
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Table 8. The collected samples were classified according to occupation and status. 

Occupation  Status  Total  
 Osteoarthritis Patients  General Public   
Agriculturist 105 (29.17%) 104 (28.89%) 209 (58.06%) 
Enterprise employee 16 (4.44%) 15 (4.17%) 31 (8.61%) 
General employee 35 (9.72%) 32 (8.89%) 67 (18.61%) 
Government official 0 (0.00%) 2 (0.56%) 2 (0.56%) 
Housekeeper 2 (0.56%) 2 (0.56%) 4 (1.11%) 
Merchant/Own business 16 (4.44%) 22 (6.11%) 38 (10.56%) 
Unemployed 9 (2.50%) 0 (0.00%) 9 (2.50%) 

Total: 183 (50.83%) 177 (49.17%) 360 (100.00%) 

Table 8 shows the data collection of the sample grouped by occupation and status. 
It was found that the sample had a primary occupation in agriculture (209 samples, 
58.06%), classified as 105 patients with osteoarthritis (29.17%) and 104 general 
farmers (28.89%).  

2.4 Analysis and Interpretation  

The analysis and interpretation of the results were divided into two main directions. 
The first direction was the sample's analysis and feasibility assessed according to the 
Oxford Knee Score Criteria, as presented in Table 4. It is composed of four levels of 
knee osteoarthritis symptoms. The first level has a total score between 40 and 49 
points, meaning the test respondent does not have knee osteoarthritis symptoms. The 
second level has a total score between 30 and 39 points, meaning the test respondent 
is at risk of mild to moderate knee osteoarthritis symptoms. The third level has a total 
score between 20 and 29 points, meaning the test respondent is at risk of moderate to 
severe knee osteoarthritis symptoms. The fourth level has a total score between 0 and 
19 points, meaning the test respondent is at risk of severe knee osteoarthritis 
symptoms. The sample's descriptive analysis includes statistics such as count, mean, 
mode, median, percentage, and standard deviation (S.D.), as presented in Table 9 and 
Table 10.  

The second direction was model performance, as demonstrated in the evaluation 
section of the CRISP-DM processes. It consists of partitioning the test data using 
cross-validation techniques and three confusion metric performance indicators: 
accuracy, precision, and recall, as presented in Tables 11 and 12.  

3 Results  

The research report is divided into three parts according to the two directions of 
interpretation analysis. The first part summarizes the results of the sample group's risk 
assessment for knee osteoarthritis, as detailed in Table 9. The second part summarizes 
the sample behavior data using descriptive statistics techniques, as detailed in Table 9. 
The third part reports on the model development and selection of practical models, as 
detailed in Tables 11 and 12.  
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3.1 Results of Knee Osteoarthritis Risk Assessment  

Table 9. The results of knee osteoarthritis risk assessment. 

Stage of Knee 
Osteoarthritis 

Score grading Instances  

Level 4 May indicate severe knee osteoarthritis.  19 (5.28%) 
Level 3 May indicate moderate to severe knee osteoarthritis.  149 (41.39%) 
Level 2 May indicate mild to moderate knee osteoarthritis.  19 (5.28%) 
Level 1 May indicate satisfactory joint function.  173 (48.06%) 
Total:  360 (100.00%) 

Table 9 shows the results of the analysis of the severity of osteoarthritis. The 
majority were people with standard bodies. However, most respondents had level 3 
osteoarthritis, which was at a moderate to critical level, with 149 cases, accounting for 
41.39 percent. 

3.2 Consumption Behavior Analysis Results  

Table 10. The results of consumption behavior analysis. 

Stage  Quantity (Percentage)  Average S.D. 
 Score 4 Score 3 Score 2 Score 1 Score 0   

Q1. 7 
(1.94%) 

6 
(1.67%) 

89 
(24.72%) 

200 
(55.56%) 

58 
(16.11%) 

1.18 0.79 

Q2. 3 
(0.83%) 

1 
(0.28%) 

135 
(37.50%) 

165 
(45.83%) 

56 
(15.56%) 

1.25 0.74 

Q3. 1 
(0.28%) 

15 
(4.17%) 

54 
(15.00%) 

107 
(29.72%) 

183 
(50.83%) 

0.73 0.88 

Q4. 1 
(0.28%) 

28 
(7.78%) 

87 
(24.17%) 

133 
(36.94%) 

111 
(30.83%) 

1.1 0.94 

Q5. 356 
(98.89%) 

3 
(0.83%) 

1 
(0.28%) 

0 
(0.00%) 

0 
(0.00%) 

3.99 0.14 

Q6. 2 
(0.56%) 

1 
(0.28%) 

22 
(6.11%) 

130 
(36.11%) 

205 
(56.94%) 

0.51 0.67 

Q7. 36 
(10.00%) 

8 
(2.22%) 

27 
(7.50%) 

77 
(21.39%) 

212 
(58.89%) 

0.83 1.27 

Q8. 3 
(0.83%) 

3 
(0.83%) 

20 
(5.56%) 

120 
(33.33%) 

214 
(59.44%) 

0.5 0.71 

Q9. 151 
(41.94%) 

27 
(7.50%) 

44 
(12.22%) 

93 
(25.83%) 

45 
(12.50%) 

2.41 1.53 

Q10. 0 
(0.00%) 

1 
(0.28%) 

11 
(3.06%) 

136 
(37.78%) 

212 
(58.89%) 

0.45 0.57 

Q11. 2 
(0.56%) 

0 
(0.00%) 

44 
(12.22%) 

156 
(43.33%) 

158 
(43.89%) 

0.7 0.72 

Q12. 0 
(0.00%) 

4 
(1.11%) 

51 
(14.17%) 

153 
(42.50%) 

152 
(42.22%) 

0.74 0.74 

Q13. 12 
(3.33%) 

59 
(16.39%) 

119 
(33.06%) 

126 
(35.00%) 

44 
(12.22%) 

1.64 0.99 
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Table 10 presents information for all 360 sample subjects, which can be analyzed 
to show that the sample groups take good care of themselves. For example, question 
number 5 asks about drinking eight glasses of water per day, which the majority of 
the sample group perceives that they should do, with a frequency equal to 356 
(98.89%) of the total sample group. However, this information only describes the 
overall context of the population and sample. It cannot be clarified and needs to be 
developed into a mathematical model, as presented in Tables 11 and 12.  

3.3 Results of Development and Selection of Practical Models  

Table 11. The results of the model construction and model performance. 

Model Accuracy S.D. Gains Training Time*  
Naïve Bayes  0.748  0.36  56  256 ms  
Decision Tree  0.769  0.23  62  108 ms  
Generalized Linear Model  0.770  0.49  60  747 ms  
Logistic Regression  0.743  0.64  56  550 ms  
Deep Learning  0.738  0.29  54  472 ms  
Random Forest  0.787  0.54  64  150 ms  
Gradient Boosted Trees  0.827  0.24  72  306 ms  
Support Vector Machine 0.815  0.67  70  186 ms  
* Training Time (1,000 Rows) 

Table 11 shows the results of model construction and model performance testing. It 
was found that the model built with Gradient Boosted Trees (GBT) technique had the 
highest accuracy with a value of 0.827 and an S.D. of 0.24. The details of testing with 
Confusion Matrix as shown in Table 12.  

Table 12. The Gradient Boosted Trees (GBT) model performance. 

 True Level 4 True Level 3 True Level 2 True Level 1 Class Precision 
Pred. Level 4 2 2 0 0 50.00% 
Pred. Level 3 2 36 1 2 87.80% 
Pred. Level 2 0 0 0 0 0.00% 
Pred. Level 1 4 3 4 48 81.36% 
Class Recall 25.00% 87.80% 0.00% 96.00%  

4 Discussions  

All discussions are based on hypotheses and set research objectives. The first issue is 
to discuss the context and risks of knee osteoarthritis based on Thai people's lifestyle 
and food consumption in the northern region of Thailand. The researchers found that 
most of the sample had knee osteoarthritis at level 3, with 149 instances (41.39%), as 
shown in Table 9. Level 3 means the patient's symptoms may indicate moderate to 
severe knee osteoarthritis. The sample's osteoarthritis may be due to the nature of 
their occupations, most of which are agriculture, with 105 farmers (29.17%), as 
shown in Table 8, which requires using the body for occupation.  
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For this reason, it is necessary to study certain behaviors that may reflect the 
causes of disease. Researchers are interested in consumption characteristics. The 
researchers found that the samples were aware of their consumption and self-care, 
reinforcing their past lifestyles or occupations, as detailed in Table 10. Moreover, an 
in-depth study in which researchers use data mining and machine learning techniques 
to create mathematical models, as presented in the second issue, is necessary.  

The researchers found that even though the sample took good care of themselves 
regarding food consumption, factors may play a role in osteoarthritis, which 
researchers believe uses mathematical models and data analytics to reveal more 
complex issues. The second issue concerns constructing the classification model for 
screening knee osteoarthritis patients in northern Thailand. Researchers used eight 
machine-learning techniques to devise an osteoarthritis risk classification model. 
These include Naïve Bayes, Decision Tree, Generalized Linear Model, Logistic 
Regression, Deep Learning, Random Forest, Gradient Boosted Trees, and Support 
Vector Machine, as reported in Table 11. Overall, all models performed well, with the 
model developed using the Gradient Boosted Trees (GBT) technique having the 
highest accuracy, with 0.827 and S.D. equal to 0.24. Therefore, it was selected to 
further test its performance, which is presented in the third issue.  

The third issue aims to evaluate the classification model for screening knee 
osteoarthritis patients in northern Thailand using data analytics. Although the overall 
performance of the model tests was high, the prediction of level 2 illnesses still had 
problems, with the model's prediction precision and recall equal to 0.00%, which are 
essential problems that need to be addressed.  

In conclusion, this research achieved the results as set out. The researchers will use 
the discussion to improve in the following research. 

5 Conclusion  

As Thailand enters an aging society, where the majority of citizens are over 60, this 
will affect the preparation and care of the people. Illness is inevitable, but preparation 
for dealing with it can be done. Therefore, this research has three objectives: to study 
the context and risks of knee osteoarthritis based on Thai people's lifestyle and food 
consumption in the northern region of Thailand, to construct the classification model 
for screening knee osteoarthritis patients in northern Thailand using data analytics, 
and to evaluate the classification model for screening knee osteoarthritis patients in 
northern Thailand using data analytics.  

The context in which the study was conducted found that mostly females had a 
higher number of people with osteoarthritis than males. In addition, patients with 
osteoarthritis will be aged 51 years and up, consistent with Tangtrakulwanich and 
Suwanno's research [12]. In addition, Fransen et al., [13] also suggests that 
osteoarthritis is influenced by occupation.  

The researchers, therefore, developed a risk classification model for osteoarthritis. 
All the models developed had high overall performance, with the Gradient Boosted 
Trees (GBT) technique, as shown in Table 11, having the best performance, with 
0.827 and S.D. equal to 0.24. It was selected to test its performance, as detailed in 
Table 12. It was found that although the overall model performs well and efficiently, 
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there are still some classes where the model does not predict correctly, which requires 
further improvement and research. However, this research is an undergraduate project 
that aims to serve as a guideline for compiling the knowledge that students have 
studied in the Bachelor of Business Administration program in Business Computer at 
the School of Information and Communication Technology, University of Phayao. So 
that students can apply the knowledge they have gained to use in the future. 
Researchers, therefore, expect to promote and support research for the further 
development of humanity.  

6 Limitations  

A notable limitation of this research is that it is an undergraduate student project that 
encourages students to learn and explore research experiences. Therefore, some steps 
have slight glitches. However, all researchers tried their best to achieve all the 
objectives of this research. 
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